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Introduction to Arabic NLP

The Story of Arabic

Modern Standard Arabic (MSA) is a Semitic (Afro-Asiatic) language based on
Classical Arabic (CA), the language of the Qur’an, the holy scripture of Islam. Tt
is extremely similar to it at all linguistics levels, i.e., phonological, morphological,
syntactic, etc. It mainly differs with the latter in style and lexicon which tend to
be more modern and simple, occasionally incorporating new structures from other
languages, which would be considered incorrect in CA. Both use the Arabic script
which is written from right to left, and are mostly written (c.f., spoken). What
the Arabic people usually speak is what is referred to as Dialectal Arabic. MSA
is generally the medium of choice for news, administrative, literary, and political
topics, among others, i.e., formal speech. The same way Received Pronunciation
is ‘received’ in England, MSA is taught at school formally to native Arabs, but
they do not use it to communicate in day-to-day life. Habash (2010) even goes as
far as stating that “standard Arabic is not any Arab’s native language”. Arabic
is spoken by 400 million people worldwide.

Arabic NLP has recently witnessed great developments, as state-of-the-art meth-
ods were applied to very idiosyncratic problems related to the processing of the
Arabic language. MSA is a morphologically rich language (MRL) which realizes
its morphemes through both a concatenative process’ and a templatic process’.
While MSA is not resource-scarce, as a fair number of well-annotated treebanks
are available for it (Haji¢ et al., 2004; Taji et al., 2017a), it does not enjoy as
great an abundance in data as other well-studied languages. Coupled with its
distinctive features, most notably, the difficulty of its script and great variation
it holds, it poses many challenges to NLP researchers. In addition to being a
MRL, the fact that diacritics (denoting vowels) are optional in Arabic text makes
ambiguity scenarios even more abundant, so much so, that every token has on
average 12 morphological analyses without diacritization (Habash, 2010).

After reaching high accuracy scores for many of the common NLP tasks for MSA
such as tokenization, segmentation, lemmatization, diacritization, part-of-speech
tagging, and parsing, and continuing to improve them, more attention in the
recent past was put in some of the more high-level tasks using statistical, data-
driven methods. The most prominent ones which are being researched for MSA
today are Machine Translation (MT), Text Summarization, and Sentiment Anal-

5A base word is a concatenation of a word stem and its affixes, and can enclosed by clitics.
SInflection and derivation of a root based on different templates.



ysis (Elsayed Abd Elaziz et al., 2019).

Dialectal Arabic

The Arab world enjoys a wide array of dialects, which are the non-standard
varieties of Arabic natively spoken and increasingly written on social media across
the Arab world, i.e., informal speech. Over the centuries, as Arabic evolved
alongside different middle-eastern and north-African languages, these languages
had effects on each other in a way that would result in many of the varieties which
we call dialects today. More recently, and with the rise of technology, and before
the advent of smartphones and the plethora of keyboards that come embedded in
them, it was difficult to type using the Arabic script. Therefore, people mostly
used Roman script to communicate online using their dialects in their day-to-day
interactions. This includes digits to account for phonemes which would be tough
to convey using only roman letters. Writing this way is referred to as Arabizi
(Arabic chat alphabet). To this day, many people still prefer to write this way
despite the availability of Arabic keyboards on all smartphones.

Diglossia

In contrast to MSA, the dialects are not taught at school, and are generally
lumped together in the same “dialectal” basket as derivatives of MSA by people
with no linguistic background, including natives. Some people also seem to think
that the dialects are “incorrect” forms of MSA, as is the case with pidgin or creole
languages, although the situation is quite different here. What native Arabs
speak when they use their dialects seems to be quite different from what they
perceive themselves as speaking (Ferguson, 1990). When they do, they sometimes
cannot seem to dissociate between the said dialect and MSA, as in their minds,
it is as if both are fused together in a kind of complementary symbiosis. And
as these dialects were not commonly written for a long time, this helped feed
into the layman hypothesis that they merely constitute abominations of their
more standard progenitor, namely, MSA. This is also due to the fact that the
use of informal speech (the dialects) and MSA is so intertwined — as imposed
by day-to-day life — that it becomes so intuitive as to shun out the differences
between them. This conundrum is linguistically referred to as diglossia (Shendy,
2019). For speech purposes though, most people — unknowingly — identify to
their dialects and not to MSA. It is important to highlight that using DA and
MSA interchangeably sometimes is not a matter of register shift, but should be
regarded as code-switching because a big number of grammatical and phonological
constructions in either variety completely clash with that of the other.

Dialect Categories

In light of that, the dialect nomenclature is quite controversial among researchers
as there has been ample evidence that is in favor of treating some of these varieties
as individual languages. Many varieties of DA are not even mutually intelligible.
As such, the process of determining how many dialects exist and how close they
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Figure 1: Map showing the different geographical regions of the dialects (template
from https://yourfreetemplates.com/free-mena-region-map-template/).

are to each other and to MSA has been a daunting task. There are many schemes
which attempt to group the dialects geo-linguistically, however, in this report,
the scheme presented in Bouamor et al. (2018) is used for dataset compatibility
reasons, and it divides the dialects both in a fine-grained (25 sub-dialects) and
coarse-grained (5 regions) manner, namely (see Figure 1 for reference):

Maghreb (Morocco, Algeria, Mauritania, Tunisia, Lybia)
Nile Basin (Egypt, Sudan)
Levant (Lebanon, Syria, Palestine, Jordan)

Gulf (Iraq, Saudi Arabia, UAE, Qatar, Kuwait, Bahrain, Oman)

Yemen

The differences between these dialects take place at all linguistic levels, the most
prominent being the phonological, morphological, lexical, and syntactic levels, in
decreasing order of importance, and they all differ at varying degrees from MSA
(Zaidan et al., 2014). Table 1 shows a snippet of that variation, in which lexical
changes from one dialect to the other are displayed. Additionally, Figures 2 and
3 give an idea about the morpho-syntactic changes that can be observed across
the dialects or between them and MSA. The most notable changes — excluding
the numerous phonetic and phonological shifts (colored in green), which is quite
common for dialects — include”:

o The lexical change of the negative particle from e /lam/ ‘did not’ in MSA,
to L /maz/ for all dialects (Figures 3a, 3b, and 3c).

"Adapted from Bassiouney (2020).
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https://yourfreetemplates.com/free-mena-region-map-template/

Rabat | Cairo | Beirut | Doha MSA Gloss
Cigas | dbgd | 5,90y | bl | obLb | romaro
mTysh | qwTh | bndwrh | TmATm | TmATm
db | b | Yl dolb Lk table
Tbih | Trbyzh | TAwlh TAwlh | mAydh
VRV o b VRV LM | declicious
ldyd Hlw Tyb loyo loyo

Table 1: Lexical correspondences between four urban Arabic dialects and MSA.
Taken from Erdmann et al. (2018). Uses the Habash-Soudi-Buckwalter translit-
eration scheme®. See Appendix A for the mapping.

“Unless otherwise specified, all transliterations in this report are realized using the Habash-
Soudi-Buckwalter transliteration scheme.

nsubj @
[ [

I only found this old book
PRON ADV VERB DET ADJ NOUN
Number=Sing Mood=Ind Number=Sing Number=Sing

Person=1 Tense=Past PronType=Dem

PronType=Prs

Figure 2: Dependency tree of the English sentence ‘I only found this old book’,
using the UD v2.6 style (https://universaldependencies.org/guidelines.
html).

o Along with the new negation particle, the usage of the perfective aspect
(s2l) to express the past tense instead of the imperfective (@Lm) aspect

and jussive mood ((- 4:2). This is a pattern across a large part of the dialects.

o The lexical change of the main verb in the phrase from sl&| /i:dza:d/ ‘to find’
in MSA, to :+W /liqa?/ ‘meeting’ in DA. Using the former while speaking in
DA would be considered code-switching (Figures 3a, 3b, and 3c).

« The lexical change of the negative adverbial modifier g4 /siwa:/ ‘except’
in MSA, to ,¢ /geir/ ‘other than’ in Iraqi and Saudi Colloquial Arabic, and

to W‘Y\‘ /illa/ ‘except’ in Tunisian and Lebanese Colloquial Arabic (Figures
3a, 3b, and 3c).

o The cliticization of the determiner |ds /ha:da/ ‘this’ into the noun for
Tunisian Colloquial Arabic and Lebanese Colloquial Arabic (Figure 3b).

o The addition of the enclitic _# /f/ in Tunisian and Egyptian Colloquial
Arabic, which along with the negative particle L /ma:/ forms one unit
(Figure 3b and 3c).

o The postponement of the determiner |ds /ha:da/ ‘this’ in MSA to after

11
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Obl:arg

roo
1dvm()d

not found other than thlS book
4 .\»\ S5 I ds <& £ ,uj\
lam Tadzid siwa, ha:0a l-kita:b al-qadimm
Lo i S (RS <K Gl
ma lige:-t gemr hado l-ikta:b il-Yatiig
Lo i S fda <K f;.\.ZJ\
ma lge:-t gemr hada l-kta:b il-gedizm
ADV VERB ADV DET NOUN ADJ
Polarity=Neg Aspect=Imp Number=Sing Number=Sing
Number=Sing PronType=Dem
Person=1
Mood=Jus
(a) (1) MSA, (2) Iraqi Arabic, and (3) Saudi Arabic, respectively across the rows.
(advmod]}
not ) found other than this book old
Lo c,...d M| oKl -3l
ma 1?1:-t illa h-al-kte:b -?odimm
Lo g M o&la ﬁABS\
ma 1?1:-t-f illa h-al-kta:b l-qdizm
ADV VERB ADV NOUN ADJ
Polarity=Neg Aspect=Imp Number=Sing
Number=Sing PronType=Dem
Person=1
Mood=Jus
(b) (1) Lebanese Arabic and (2) Tunisian Arabic, respectively across the rows.
{obl:arg) {obl:arg } @
f (advmod) l (amod) l
not (I) found  other than book old this
Lo L}l_ﬂ Y\‘ g@\ ﬂ.\l‘\ 02
ma lo?i-t-f illa l-kita:b al-qadimm da
ADV VERB ADV NOUN ADJ DET
Polarity=Neg Aspect=Imp Number=Sing Number=Sing PronType=Dem
Number=Sing
Person=1
Mood=Jus

(c) Egyptian Colloquial Arabic translation

Figure 3: Dependency trees of the sentence ‘I only found this old book’
translated into MSA and multiple dialects using the UD v2.6 style (https:
//universaldependencies.org/guidelines.html).
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the noun and its lexical change to s /da/ in Egyptian Colloquial Arabic
(Figure 3c).

In reality, the subdivision into 25 sub-regions does not depict the full picture as
within each country, there is also a considerable amount of variation, although it
limits itself to stylistic and lexical variation. Hence, the sub-regions were chosen
so as to reflect the most prominent variant of the latter, usually the dialect of the
capital.

Dialectal Arabic Grammar

The English language has lost most of its grammatical features which were present
in Old and Middle English, features such as case, gender, number markers, etc.
On the same note, the grammatical inflection systems of Romance languages, i.e.,
French, Italian, Spanish, etc., which are direct descendants of Classical Latin,
have been simplified as they lost most of the complex case structures found in it.
To the extent that DA is a variant of the pluricentric MSA, it has not adopted
many of the grammatical features that make up MSA morphology and syntax.
Even though the contrast between the Arabic dialects is not as big as for the
Romance languages, it remains non-trivial. Nevertheless, the dialects are still
morphologically rich, and utterances will consist of a base word and various sets
of affixes and clitics which will often denote number, gender, negation, aspect,
ete. (see Table 2 for reference).

Pronunciation (sounds) /wima#biy2ulhaash/
Orthography (letters) " ke s La "
Meaning ‘and he does not say it’
Enclitics Base Word Proclitics
+h +a Jsl s [ 5+
/sh/ /haa/ /yi2uul/ /bi/ /ma/ /wi/
Suffixes Stem Prefixes
Morphology (s Js ¢
/ /2ul/ 1y/

Root Pattern

Dialect: Cairo q.w.l 1u23

Table 2:  Morphological segmentation of an Egyptian Arabic utter-
ance. Taken from https://camel-guidelines.readthedocs.io/en/latest/
orthography/.

These kinds of differences also occur inter-dialectally and contribute to the po-

tential unintelligibility between them. All of this is to demonstrate the intricacies
that lie in trying to compare DA with MA, and this is just scratching the surface.
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Code-switching between MSA and DA

Code-switching between DA and MA is common if not natural. Different sit-
uations call for different registers (degrees of code-switching), and there have
been many models which have tried to quantitatively delimit the boundaries of
this phenomenon (Bassiouney, 2020). Nevertheless, they remain blurry, and the
code-switching that might be encountered in either text or speech data adds yet
another layer of complexity to processing DA. Because some elements of syntax
change between DA and MSA, and because the changes vary from one dialect
to the other, one is faced with tough design choices when it comes to accommo-
dating for these dialects by sharing resources with MSA. Except for MSA, there
are no references such as the Académie francaise for French which come to draw
the line between the different dialects and registers within a dialect in order to
classify something as orthographically and grammatically sound or not. In sum-
mary, lack of standardization within a language drastically increases the degree
of complexity for NLP applications.

Tools for DA

As a consequence of these differences, the tools developed for MSA work very
poorly on DA. Until very recently, running Google Translate on a Levantine Ara-
bic sentence to translate it into English would have yielded a very gruesome result.
These days, it fairs much better at translating a DA sentence, although there is
still a long way to go. While there has been considerable research dedicated to
DA, especially Sentiment Analysis and Dialect Identification, there has been rel-
atively little effort that directly addresses one of the most central problems in
processing DA textual data, which is the lack of a standard orthography system.
In addition to all the aforementioned differences between MSA and DA, the fact
that DA does not have a standard orthography probably tops them all.
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Chapter 1

Problem Statement and Task
Definition

1.1 The Spontaneous Orthography Problem

Text and speech are two fundamentally different communication media. Speech is
inherently loaded with considerably more content than text as it contains sounds
and prosody. Trying to describe sounds using an alphabet is not an exact science,
and especially to laypeople. This is distinctly true when the said alphabet leaves
it to the reader to infer what vowels are to be produced in the corresponding
morpho-syntactic context, as is the case with Arabic. Although it is said that
Arabic has for the most part a phonemic (shallow) spelling system' like Czech
or Spanish (Habash, 2010), this is actually very far from the reality of it, since
vowels are for the most part specified by diacritics which are omitted as a common
practice. It is left to the reader to infer the latter from the morpho-syntactic
context. As an analogy, it is not easy for a beginner of English — which has a
very deep (opaque) orthography — to correctly pronounce written words. The
grapheme [a] in American English is mapped to many different phonemes like
in jail /e/, ear /i/, pale /a/, bat [/, or paw /o/. When diacritics are used
in Arabic, this very rarely happens. However, the many phonological differences
between MSA and DA, compounded by the omission of diacritics, makes the
confusion an order of magnitude larger as to how things should be spelled in DA.

Now, one cannot disregard the great amount of linguistic features shared by MSA
and DA despite their big differences. Because DA resources are for the most part
noisy and unstructured, it is quintessential to harmonize them in some meaningful
way. The main reason why this problem is currently being faced is that DA lacks
a standard orthography system, since it is mainly spoken. When written, it is
left to the writer to make orthography choices based on an intricate interplay
between the phonology of a word, and its closeness to its respective cognate in
MSA when available. This will in turn produce various orthographic realizations
of the same word, which will tend to vary between subjects and within subjects.

'In some very few cases, spelling is morphemic/lexical, in which case the graphemes do not
faithfully represent the pronunciation, such as with the plural verb suffix (2l 4l5) 1y wA /u/,
and the silent ¢ (T-marbuta) s h /t, 0/.
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Arabic Orthography

Arabic Transliteration

Frequency

(e b e st
‘\.,'j\"l:f L ~J\+'3:JL°
s A5 o

A5l ¢ A5

mbyywlhAsS, mA byylhAS,
mAbYwlhAS, mA bIhAS,
mA bwilhAs, mbywlhAs,
mbywlhAs, mAbwlhAS,

Pl sere | mbygwlhAS == 26,000
L’;\.gJ).E.:._: L | mA bygwlhA§ =~ 13,000
¢ Aeree ¢ Sz e | mAbgIRAS, mbgwlhAsS, < 10,000
(A b Ella | mbglhAS, mA bqlhAs,
Sl ekl | mAbygwlhAS
¢ AWerr b ¢ il edile | mAbGWIRAS, mA bgwlhAS, | < 1,000
Sy b Helane | mbyglhAs, mA byglhAs
¢ Aswle ¢ il | mbSIRAS, mAbyywIRAS, < 100
ui\d}g\.e auiL‘J)L_q L [ mA byywlhA S, mAbywlhA§
&u,"&\.‘l:gl.a eV:L,JS.g W | mA bywlhAS, mAbyIhAS, | < 10

mbwlhAs

£

Table 1.1: 27 encountered ways to write the Egyptian Arabic utterance l
Az, mAbyqwlhAs /mabi?ulha:f/ ‘he does not say it’ and their frequencies
from Google Search. Taken from Erdmann et al. (2018). Uses the Habash-
Soudi-Buckwalter transliteration scheme. See Appendix A for the mapping.

As such, the quality of data available for research purposes will mainly come in
the form of very noisy social media web scrapes. To make it even more difficult
to process DA, in addition to MSA-DA code-switching, the data is riddled with
foreign language infusions (e.g., English, French, etc.).

For example, Habash, Eryani, et al. (2018) gives the results of analyzing the oc-
currence of the Egyptian Arabic utterance _#lsa, b mA byqwlhAs /mabi?ulhazf/
‘he does not say it’ via Google Search, and 27 different ways of writing this ut-
terance were recorded (see Table 1.1). All these spellings faithfully represent the
utterance phonetically, but because such an utterance does not exist in MSA,
either morpho-syntactically or phonologically, then there is no way for people
to know what the correct version is. Additionally, one can also take a look at
the difference between the token-to-type ratio of two dialect varieties, MSA, and
English (see Table 1.2). The low token-to-type ratio of the two DA varieties com-
pared to MSA goes directly to show that there is a great deal of noise in the data
which is not only due to rich morphology, but to the spelling inconsistencies of
different words (Erdmann et al., 2018). From here on, this phenomenon shall be
referred to as Spontaneous Orthography (SO) (Eskander et al., 2013).

1.2 CODA*

To remedy the SO problem, a Conventional Orthography for Dialectal Arabic
(CODA*) was formulated as an attempt to provide a unified framework for future
standardization efforts (Habash, Eryani, et al., 2018). It is used to specify how
words from different varieties of DA are to be spelled in a standard way. While this
might seem like a daring move, as many orthography systems have been proposed
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Egyptian | Levantine | MSA | English
Tokens per type 20 19 68 128

Tokens with type 6% 6% 29 1%
frequency < 5

Table 1.2: Token and type -based comparisons between two dialects of Arabic,
MSA, and English in corpora of 13 million words each. Taken from Eryani et al.
(2020).

for DA in the past and none have them have gained widespread recognition,
CODA* was put together exclusively for ad-hoc reasons and was not intended to
become an orthography reference. The aim of this scheme can best be summarized
by the goals and design principles boasted by its creators:

1. Consistent and coherent convention for writing DA

2. Uses the Arabic script

3. Unified framework for writing all dialects

4. Balance between level of dialectal uniqueness and MSA-DA similarities

5. Easily learnable and readable (for high inter-annotator agreement)

6. Ad hoc convention (for computational purposes and not widespread use)

7. Comparable to English spelling (phonological, historical, with some excep-
tions)

8. Unique DA orthography, representative of its morpho-phonology

9. MSA-like orthographic decisions

10. Preserves the phonological form of dialectal words and morpho-syntax

Hence, this convention has been optimized to maximally expand the array of pos-
sibilities for processing DA. The authors do this while trying to strike a balance
between trying to position the dialects relatively to MSA, all the while preserving
their uniqueness. This convention will be helpful in setting some design choices
later on in this thesis, as what it tries to achieve, is the automation of the con-
version process from raw dialectal input to this CODA* form.

The MADAR CODA corpus was released recently (Eryani et al., 2020) and con-
sists of 2000 parallel sentences for each of the five dialect region variants (one
representative sub-region is picked for each). The statistics of this dataset shed
some light on the different features of a corpus before and after being standard-
ized to the CODA* form. Figure 1.3a shows for example that on average, 14%
of tokens seen in a DA corpus will have to be standardized?, while the remaining
would already be in a standard form. This percentage varies from one dialect to
the other, thus, underlining the difference between them, and more interestingly,

2This dataset has a relatively low amount of noise. Datasets from social media come with
considerably more SO
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No Edit| Sub | Split | Del Raw |CODA [Type | Vocabulary

Beirut | 81.28% | 17.35% | 1.38% | 0.00% i Types | Types | Overlap | Reduction
Cairo | 85.08% | 12.44% | 1.54% | 0.03% B AT R o
Doha 94.90% | 4.79% | 0.30% | 0.01% Doha 3:417 :3:377 94% %
Tunis | 85.48% | 12.66% | 1.79% | 0.07% Tunis | 4044 3634 | 54% 7
Rabat | 83.66% | 14.67% | 1.66% | 0.01% Rabat | 4225 | 4,000 | 83% 5%

| Average [ 86.26% [ 12.38% [ 1.33% [0.02% | [Average[3,983[ 3,782 [ 8% | 5% |

(a) Raw-to-CODA edit statistics in (b) Vocabulary size in number of

token space types and type overlap between the

Raw and CODA corpora for each

dialect.

Table 1.3: Statistics collected for the MADAR CODA corpus (Eryani et al., 2020)

their closeness to MSA, which is translated by a lower percentage. The closer
these dialects are to MSA, the more clear-cut the orthographic decisions will be
to the writers, hence, the lower the amount of SO. Figure 1.3b quantifies the
reduction in vocabulary after standardization.

1.3 Spontaneous Orthography Taxonomy

One thing which Habash, Eryani, et al. (2018) do not make available is a taxon-
omy of SO, despite providing general yet discriminating rules on how to standard-
ize it. This thesis will contribute towards that, although at the restricted scale of
a single variety. The big question is however, what should and what should not
be standardized. In other words, when is something considered as SO, and when
is it considered as a plain typographic mistake, in which case we step into the
realm of spelling correction. Spelling correction is a sizeable field in and by itself,
and drawing the line between it and SO standardization is essential. Hence, this
taxonomy definitely does that, and more. The top-most categories are laid out in
this section (Figure 1.1) while the core of the taxonomy is presented in Chapter
4. It is loosely based on that of Himoro et al. (2020), as there will be four nested
axes along which different categories will branch out, namely:

o Intentionality: Branched out from the Spelling Inconsistencies root cat-
egory, it separates inconsistencies based on whether the writer was aware
of the inconsistency or not, i.e., Intentional Orthography and Unintentional
Orthography.

e Awareness: Branched out from Unintentional Orthography, it separates
the latter based on whether unintentionality was due to lack of attention or
to an absence of widely recognized orthography rules, i.e., Random FErrors
and Non-random Errors, or what we refer to here as SO.

e Origin: Branched out from Spontaneous Orthography, it separates the lat-
ter based on whether the standardization to be applied can be done using
simple (MSA-existent) rules or not, i.e., Regular Rules and Arbitrary Rules.

o Phonetic Plausibility: Branched out from Arbitrary Rules, it separates
the latter based on whether what was written is phonetically realizable
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Eye dialect

Inanities
Intentional
Orthography
Abbreviations
Transposition
Repetitions intentionality
Deletion
Spelling Random Insertion
nconsistencies Errors
Regular intentionality -
Rules 7 awareness Substitution

origin

Unintentional
Orthography

__phonetic Phonetic
plausibility—"{  gprors

Spontaneous
Orthography

a—awareness_,

origin/—‘

phonetic

(plausibility\

Phonogramical
Rules

Arbitrary
Rules

Figure 1.1: Summary of the Spelling Inconsistencies taxonomy which will be used
throughout this thesis. Generated using https://lucidspark.com/.

given the utterance or not, i.e., Phonogramical Rules and Phonetic Errors.
All complicated cases in SO lie in the Phonogramical Rules category.

Creating such taxonomies relies heavily on the state of mind of the writer at
the time of writing, and it is essential to sort out different types of inconsisten-
cies in order to know what should be corrected and what not, as this is not a
spelling correction task. The standardization task is a non-trivial one, especially
due to richness in morphology. For example, s, rwHw /rutho/ as it is written
might be interpreted as ‘go (command, plural)’ in which case it would have to be
standardized as |s 4, rwHwA since |y wA is the correct suffix for the masculine,
plural, command verb. However, it could equally be interpreted as ‘his soul’, in
which case it would be standardized as 4>4, rwHh, as the silent s h denotes the
masculine possessive pronoun ‘his’. Note that both words, before being standard-
ized, are homographs and homophones. The decision that the system must make
must therefore be contextually informed in order to have a chance at inferring the
intent of the writer. All of this, to say that some design choices will be dedicated
to this issue with the help of the taxonomy.
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1.4 Literature Review

1.4.1 Previous DA Research on Spontaneous Orthography

Task Works Orthography Standardization
Parsing Chiang et al. (2006) Manual annotation
Pre-processing using a morphological
Machine Zbib et al. (2012) segmentation tool; MAGEAD (Habash
Translation and Rambow, 2006)
Converting DA input to closest MSA
Sawaf (2010) forms using dialect-specific

Salloum et al. (2012)  morphological analyzers, handcrafted
Sajjad et al. (2013) rules, and character-based n-gram
models

Khalifa, Hassan, et al.

Morphological Manual annotation
. . . (2017)
Disambiguation i
Character and word-level embeddings,
Zalmout, Erdmann, . .
ot al. (2018) embedding space mappings, and
’ edit-distance weights
. Zbib et al. (2012) ]
g/Iorpholog}cal Samih et al. (2017) No pre-processing
egmentation

A I-M 1.
Pre-trained bdul-Mageed et a

No pre-processing
Embeddings (2020)

Table 1.4: A sample of works in DA processing and how SO was indirectly handled
for each of them.

Addressing SO Indirectly By indirectly, what is meant is that standardiza-
tion was not the main output of the system, but was handled as a pre-processing
step. As can be seen from Table 1.4 which is far from complete in terms of
works, but more or less representative in terms of SO handling approaches, most
attempts at handling SO have been limited to manual annotation, the use of
morphological disambiguation tools for DA which usually rely on hand-crafted
rules and shallow Machine Learning techniques, and finally, making use of the
closeness between DA and MSA by using the latter as some sort of interlingua by
and from which to transfer knowledge. Most notably, Zalmout, Erdmann, et al.
(2018) address the noise indirectly through a morphological disambiguation task
by making use of character- and word-embedding space mappings in conjunction
with string similarity edit distance weights to rank closeness, and their system is
shown to perform “as well could be expected without orthographic inconsistency”.
Even though their results look promising, there was no way to investigate fur-
ther into their work as access to both the dataset they used and their developed
system was restricted. Furthermore, as introduced in Section 1.5.2 and explained
in detail all throughout the report, good results on a dataset do not translate to
good real-world performance.
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Addressing SO Directly Other efforts have strived to directly address SO.
Dasigi et al. (2011) use word clustering to identify variants of the same word using
context similarity and Eskander et al. (2013) use multiple independent character
classifiers to make conversion decisions across some pre-defined word and charac-
ter features. Erdmann et al. (2018) train multi-dialectal word embeddings in order
to facilitate bilingual dictionary induction, a crucial step in developing resources
for any language. Watson et al. (2018) also deals with the spelling correction
task directly, but for MSA, using a hybrid word-character-level bi-GRU NMT
architecture to translate to a corrected form. In what can be considered closest
to the present work and as an extension of their 2018 study mentioned above,
Zalmout and Habash (2020) train a joint model (weight sharing) to predict both
lexical features, i.e., normalization (standardization to CODA* form), diacriti-
zation, and lemmatization, and non-lexical features, i.e., morphological tagging.
Their architecture is similar to one of the solutions proposed in this work.

Incorporating Noise in the Model Still, others choose to work with the data
as is, with minimal pre-processing, incorporating the noise into the model (Samih
et al., 2017), and more recently, building BERT embeddings out of a noisy multi-
dialectal DA corpus (Abdul-Mageed et al., 2020). The latter has been shown
to improve the performance of many tasks such as Dialect Identification and
Sentiment Analysis.

Far from all of the above, a great deal of the research on DA has generally tended
to revolve around Dialect Identification, resource creation, corpus and lexicon
creation, and to a lesser extent, morphological disambiguation. FElnagar et al.
(2021) in their recent survey on DA research notably point out that the amount
of work that was put into research on identification is disproportionate when
compared to resource creation, while Arabic dialects are still considered as heavily
under-resourced languages. Another thing the survey draws our attention to is
the scarcity of experimentation with Deep Learning techniques for DA, despite the
increasing number of available data. As will be pointed out later on, increasing the
amount of resources might still not be enough to achieve considerable advances
in the state-of-the-art for DA.

1.4.2 Spelling Correction

In our efforts to quantify and try to ease SO, it might be beneficial to treat our
problem, at least conceptually, as a spelling correction task, and much has been
done in that regard. Automatic Spelling Correction (ASC) systems generally rely
on three main components which are summarized in Equation (1.1) and Figure
1.2 (Hladek et al., 2020):

1. Dictionary: Proposes correction candidates w; € C(s) C W for a given
token s from a list of all possible words .

2. Error Model: Expresses the similarity between string s and w;. It usu-
ally comes in the form of a similarity measure (Levenshtein distance, LCS,
Soundex, edit distance, etc.), and more recently in the form of neural
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seq2seq models (bi-LSTM, RNN language model, Transformer). It is rep-
resented by P(s|w;) in (1.1).

3. Context Model: focuses on boosting the best candidate based on the
context in which s is. It is represented by P(w;) in (1.1).

Candidate list

Error ~ rams [ SO0 | ranks ~Context

correction

J——» — )

\\mg{i@ / corrections \\m(‘)ﬁ{el//
T proposes
candidates

6ictionary\

N

Figure 1.2: Components of an ASC system. Taken from Hladek et al. (2020).

wy, = argmax P(s|w;) P(w;) (1.1)
w; €C(s)

According to Hladek et al. (2020), an architecture that has been especially suc-
cessful over the recent years is one where we would translate from a noisy input
to a corrected form using a Neural Machine Translation (NMT) setting at the
character level, hence, with character sequences of words (Himoro et al., 2020;
Etoori et al., 2018). For languages with large datasets, similar architectures have
become the de-facto way of going about ASC.

Some work has also been carried out for Arabic ASC such as Attia et al. (2014)
and Watson et al. (2018) for MSA, and Farra et al. (2014) for Egyptian Arabic.
Both leverage annotated corpora and try to solve the ASC task (Equation 1.1),
and the latter utilizes an old version of CODA*. At this point, it is not very useful
to discuss the metric results of those studies, even though they are closely related
to this thesis, since they both utilize different datasets, and work on different
domains.

1.5 Methodology

In this section, the task at hand will be defined as it it hides many caveats. Then,
an overview of the work performed will be structured chronologically to highlight
the obstacles which were encountered in the efforts put forth towards engineering
a viable solution for SO, all of this, while taking previous research and how the
system would fare against real-world data into account. We start by presenting
the variety which we will be dealing with throughout the thesis, namely, Lebanese
Arabic.

1.5.1 Task Definition

When we say Lebanese Arabic, what is meant is the multiple regional varieties
within Lebanon (Makki, 1983) as seen in Figure 1.3. Although Lebanon is a
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Figure 1.3: Map showing a rough segmentation of how the “dialectal” regions are
divided in Lebanon.

very small country, the multiplicity of regional dialects within it is remarkable.
It is not always clear where one ends and the other begins due to the small size
of the country and the geographical proximity of the people, and consequently,
the frequent intermingling of the different groups. Highlighting this is critical,
because as we shall see, datasets can very often be non-representative of real-
world data and hold biases. This is especially true for DA datasets, because the
lines between the dialects are blurry and there is significant variation within a
country’s own dialects. Not only that, but very often, there is even intra-subject
variation in the way locals speak.

For the sake of this thesis, the scope shall be restricted to a single DA variety,
namely, Lebanese Arabic®, which is in turn part of the Levantine Arabic regional
variety, along with Syrian, Palestinian, and Jordanian Arabic. The standardiza-
tion task then consists of a system which would take in a text, the contents of
which would have already been classified as belonging to the Lebanese Arabic
variety (either manually or using a Dialect Identification module), and would
standardize it into its CODA* form as seen in Figure 1.4.

At this point, there are a few points that should be elucidated. When one says
Spontaneous Orthography, the term is very broad and we should be more precise
in order to make the task clearer. As it is not in the intent of this thesis to
perform spelling correction per se, we shall restrict the scope of “error” correction
to unintentional, non-random errors, i.e., SO, as described by Section 1.3 and seen
in Figure 1.1. In other words, intentional errors (e.g., abbreviations, inanities,

3From now on, Lebanese Arabic shall refer to all of the regional varieties combined as seen in
Figure 1.3. In some datasets such as the MADAR CODA Corpus (Eryani et al., 2020), Beirut
(the captial of Lebanon) is chosen as a representative of the whole Levant region, although,
even within Lebanon, there is great variety outside of the “proto-Beiruti” dialect. Care must
be taken not to confuse between those.
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Spontaneous
Orthography
Standardizer

Lebanese Arabic CODA* Standardized
Text Lebanese Arabic
Text

Figure 1.4: Diagram showing a high-level description of the proposed system’s
functionality.

etc.) and unintentional random errors, i.e., mistakes due to lack of attention or
knowledge of the writer shall not be accounted for, meaning that the performance
of our system shall not be evaluated depending on those cases.

Seeing that we are working in a low-resource environment, a logical step forward
would be to increase the amount of data resources we have. However, doing so is
not bound to solve the problem, due to the simple predicament which drives this
thesis. Let us assume that we want to train a system to solve a specific task for
DA (e.g., POS tagging). The system which will be put together will be trained on
a some DA corpus which will most probably be pre-processed and its orthography
standardized (most probably in a manual way). However, the data that it will be
subjected to at inference time in the real world will have SO. Hence, increasing
the amount of resources is not a solution.

One might then suggest to build our systems in such a way as to incorporate the
noise distribution into the model. However, most recent state-of-the-art systems
that tend to leverage different kinds of pre-trained models such as BERT (Devlin
et al., 2019), and which incorporate a huge amount of prior information, and
which can be fine-tuned to (supervised) datasets of much smaller sizes, have been
shown not to be robust when it comes to dealing with noisy data (Jin et al.,
2020; Alabi et al., 2020; Heigold et al., 2018), and hence they are not optimal
and sometimes not even suitable for DA data.

Therefore, what this thesis proposes is three-fold. First, the aim is to gain a better
understanding of the problem at hand — as it has been rather underrepresented
in the past — by studying the distribution of inconsistencies and getting up-close
and personal with them. Second, it will put forward a much needed taxonomy
which will account for inconsistencies that are idiosyncratic to Lebanese Arabic
and the skeleton of which could be extended to other varieties. And finally, it
will propose a system which attempts to reduce the amount of noise in Lebanese
Arabic data by leveraging multiple neural architecture, all of this, hoping that
the methods used will be scalable to the other DA variants.
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1.5.2 Chronological Overview

Section 1.4 outlined the most prominent studies that previously dealt with SO.
However, most of them use different datasets and there is no guaranteeing that
the datasets they used were adequate in terms of the amount or quality of noise
they capture. On another hand, it is very hard for deep learning models to
generalize predictions under a low-resource setting as they are data-hungry. This
is exacerbated by the morphological richness and degree of ambiguity of DA, and
last but not least, the lack of standard orthography. In this section, the followed
methodology to surpass this is explained.

In the early stages, different standardization models were developed. These mod-
els are generally variations of the regular sequence-to-sequence (seq2seq) Neu-
ral Machine Translation (NMT) architecture which consists of an encoder, de-
coder, and attention mechanism. They fall under three classes, namely, word-
level models which deal with word-level representation of data, character-level
models which deal with character-level representations, and hybrid models which
do both.

Bad Performance on Real World Data The best models are the hybrid
character-level models, and specifically the ones which make use of context. How-
ever, it soon became clear that the good performance on development sets would
not translate well to similar performance on real world data, mainly due to the
size and coverage of the available datasets. For example, the 27 spellings of the
Egyptian Arabic utterance _#lb,a, Lo /mabi?ulha:f/ ‘he does not say it’ in Table
1.1 were fed into the best model trained on the Cairo (Egypt) portion of the
MADAR CODA corpus. Without morphological context, the system was not
able to standardize any of the different forms even though the accuracy achieved
on the development set surpassed that of previous studies. Hence, the available
datasets coupled with the available resources in our possession (morphological
models, etc.) do not make for good training candidates.

Corpus Annotation This realization made the thesis take a different turn, and
it was decided that a new corpus would be annotated for the following reasons:

o First and foremost, it would be an opportunity to release an annotated
corpus (for morphology and CODA* standardization) solely for Lebanese
Arabic which would otherwise be hard to find publicly.

e The available corpora are non-comprehensive and non-representative of real
world noise, and require data augmentation at the source side (noisy text).
Furthermore, their current format makes augmentation difficult since no
already existing treebank annotates for both the CODA* form and mor-
phological segmentation (and tagging) at the source side. The hypothesis
here is that having a corpus which is both annotated for morphological
segmentation (at the source side) and orthography standardization (at the
target side) would greatly benefit the standardization model. The available
DA corpora fall under the following categories:
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o they are annotated for orthography standardization but are not mor-
phologically segmented (Eryani et al., 2020)

o they are annotated for orthography standardization and morphological
segmentation, but at the target side, i.e., only the CODA* standard-
ized versions are annotated for segmentation (Khalifa, Habash, et al.,
2018). Performing morphologically-driven augmentation (Saito et al.,
2017) to make source-side noise more abundant for training is difficult.

o they are just annotated for morphological segmentation at the source
side and no CODA* standard forms are provided as gold labels (Dar-
wish et al., 2018).

o It will facilitate the development of a SO taxonomy of inconsistencies (Sec-
tion 1.3).

Hence, the Annotated Shami Corpus (ASC) was developed along with the AN-
NOTATIO annotation platform which was used to annotate the corpus.

Spontaneous Orthography Taxonomy Once the corpus was annotated, the
SO standardization source-target-pairs were used as a reference to manually con-
struct a taxonomy of spelling inconsistencies, which in and by itself, is a useful
reference to have in one’s possession for comparative studies between MSA and
Lebanese Arabic. But in fact, it lends itself to the even more useful task of tagging
different source-target pairs using the leaf categories of the taxonomy and training
a system to predict what kinds of inconsistencies reside in a pair. Furthermore,
this taxonomy can be very helpful in making a morphologically-driven data aug-
mentation process much clearer and more structured. Hence, each source-target
pair was also annotated using the tags from this taxonomy.

Training on ASC As a final step, the gathered annotations were used to train
multiple neural models, ranging for a morphological segmenter, to a joint mor-
phological tagger and SO standardizer. Some experimentation was also carried
out with the SO taxonomy tags. Unfortunately, the data augmentation step could
not be completed due to time constraints, but should be experimented with since
it has been rather overlooked in the past and especially in Arabic NLP.

Author’s Note Standardization is a broad term. For example Zalmout and
Habash (2020) proved that their system’s standardization is so good, to the point
where feeding in automatically standardized data to a downstream task is equiva-
lent to feeding in manually standardized data. However, the general performance
of DA systems, e.g., for the POS tagging task, is still considerably subpar to
that of systems trained on MSA data (Darwish et al., 2018). Therefore, the
goal of this thesis is not so much to create the best standardizer system, as it is
to get a better understanding of the structure of DA and of what can be done
to make it more responsive in downstream tasks by getting a better in-depth
understanding of the standardization task in general. Our task is therefore as
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linguistic as it is computational and this is reflected all throughout the thesis.
For instance, the taxonomy is a clear testament to that. The conjugation table
for Lebanese Arabic verbs in Appendix D is another. Many research questions
will be opened, and many will be expanded and left open, as what is sought here
is an all-comprehensive account of the standardization task which in my opinion,
is still badly understood.

1.5.3 Thesis Structure

No Man Left Behind

Below, are outlined the goals that were set at some point in the research phase,
but were not included due to inconclusive results — to leave space for more notable
ones — or to lack of time.

Linguistics

o Quantify inter-personal vs. intra-personal noise.
o Inter-dialectal vs. intra-dialectal differences.

e Describe the differences between the grammar of one of the dialects and

MSA in detail.

Machine Learning

o Try to experiment with a joint multi-dialectal setting to see if the different
varieties can learn from each other.

o Try data augmentation techniques on available datasets. These include:

o leveraging character-level language model distributions

o masking words at the input of word-level pre-trained language models
to predict most likely words given a context and ranking outputs based
on a string similarity metric

o use the newly created highly structured corpus and especially the tax-
onomy to make augmentation decisions

e Prepend the standardizer model to systems found in previous studies and
evaluate possible improvement in performance.

o Inspect character embeddings generated by training to see if the word-
embeddings they form have a structure in a reduced 3-dimensional space,
e.g., using t-SNE, which could reveal spontaneous orthography types or
word patterns.

o Use probing explanation networks to inspect the standardization mecha-
nism at a finer level (Conneau et al., 2018).
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We must not forget that what drives all of this is our disposition towards being
able to share resources between DA and MSA, and this thesis tries to describe
all the obstacles which pose themselves in our way. Ultimately, improving the
quality of DA resources in terms of standardization will:

o first and foremost, curb the amount of noise (SO) in incoming DA data
from the real word before feeding the input to any system

o help improve the quality of pre-trained embeddings for DA

e be a great asset for linguists conducting comparative studies between DA
variants or with other languages

 help improve language model scoring in the Speech Recognition and Optical
Character Recognition (OCR) and pipelines

Thesis Outline

This thesis report will be distributed as follows. Chapter 2 exposes the first
phases of experimentation with orthography standardization models on the Beirut
portion of the MADAR CODA corpus. Then, the ASC annotation process and
the accompanying SO Taxonomy are thoroughly documented in Chapters 3 and
4. Finally, the experiments carried out on the ASC, as well as the conclusions
drawn from those experiments are outlined in Chapter 5.

While reading the thesis, if some section feels somewhat difficult to follow, reading
the next sections should most often elucidate the misunderstandings as it was
written in a highly interconnected way.
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Chapter 2

Preliminary Modeling

This chapter describes the work that was done before the creation of the Anno-
tated Shami Corpus (Chapter 3). Several neural architectures were used, be it
word-level or character-level, and only some of them yielded satisfactory results.

2.1 Sequence-to-Sequence Models

The powerful generalization properties of neural networks on sequences make
them an attractive choice for the spelling correction task. For that reason, a
sequence-to-sequence (seq2seq) Recurrent Neural Network (RNN) will be used in
a Neural Machine Translation (NMT) setting, in which we will be “translating”
from our raw inputs to the standard CODA* form. This applies to all models
used in this section. What might differ between them is whether the unit of input
to the seq2seq network is a sentence or a word.

Seq2seq RNN models Sutskever et al. (2014) have enjoyed great success in a va-
riety of tasks involving sequence classification, and most notably, NMT. A model
consists of two main neural networks: an encoder that processes the input and a
decoder that generates the output. In an NMT setting, the encoder captures a
meaningful and compact feature representation of the source sentence, while the
decoder takes the latter as input and learns a data-driven mapping between the
source and target side. Because such a model inherently fails to capture long-
range dependencies between the sequence elements, and because of the single-
direction processing (left to right) the architecture imposes, the RNN cells are
augmented to Long Short-Term Memory (LSTM) cells and bidirectional process-
ing is used respectively. Finally, as is now customary in all seq2seq models, an
attention layer is added between the encoder and the decoder in order to allow
the decoder to selectively focus on specific parts of the input at each decoding
step based on previous decoding steps (auto-regressively), instead of relying on a
condensed mixed signal from the last hidden layer of the encoder.

The models built for this thesis are divided into three categories as follows (see
Section 2.3 for a detailed description):

e Word-level Models
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o WL: Standard word-level bidirectional LSTM-RNN NMT architecture.

o WL-BERT: BERT2BERT architecture Rothe et al. (2020). Similar to
the first architecture but using a pre-trained transformer architecture.

« Character-level Models (Figure 2.4)

o CL-NO-CTX: Bidirectional LSTM-RNN NMT architecture but with
sequences of characters and not sequences of words and where indi-
vidual examples are sequences of word and not sentence characters.
This is similar to Himoro et al. (2020) and Etoori et al. (2018).

 Hybrid Models

o WL-HYBRID: Hybrid character-word-level-embedding bidirectional LSTM-
RNN with a character decoder for each decoded word at the word level.
This architecture is similar to Luong et al. (2016) (Figure 2.3).

o CL-CTX: Same as CL but adding context (see Section 3). This is similar
to Zalmout and Habash (2020) but using a BERT word-embedding
context and without the morphological context (Figure 2.4).

The word-level models fared badly against their character-level counterparts for
the simple reason that they would not train properly due to some defect in the im-
plementation. Furthermore, working under the very naive assumption that words
can be standardized without the use of any context (i.e., surrounding words), CL-
NO-CTX proved to be less performant than the hybrid cL-cTX. Note that no
model takes in full sentences as character representations. This helps keep the
input length bounded as LSTM seq2seq models’ performance is known to degrade
with excessively large sequence lengths due to the vanishing gradient problem.
Intuitively, this architectural set-up should be able to take in a noisy input, and
accordingly map it into a de-noised form, potentially looking at the latter as a
different language.

2.2 Data Preprocessing

2.2.1 Data and Preprocessing

Throughout the experiments, the Beirut portion of the MADAR CODA Corpus
is used. It contains parallel sentences of noisy (with spontaneous orthography)
source, and CODA*-standardized target sentences. After splitting the corpus
into training and development data, we get the sizes shown in Table 2.1a. Some
preprocessing specific to dealing with Arabic text was also applied, namely:

o stripping the data from diacritics since they can be inferred by the word’s
context and many writers omit them

o stripping punctuation as it is used inconsistently and the goal is not to
standardize orthography

» removing examples with a source word length greater than 30 characters to
prune out inanities from the data
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Train Development Source Target

9,000 1,050 4,100 3850
(a) Dataset sizes in number (b) Number of unique
of tokens (space delimited types in source and

spans of characters). target sides of the
data.
Equal Not Equal
19%
81%  Split Merge No split/merge
13% 2% 85%

(c) Type of source-target pairs (relationship
direction is from source to target)

Table 2.1: Counts and statistics related to the Beirut portion of the MADAR
CODA corpus.

2.2.2 Word-aligning the Data

First of all, each example is a source-target pair' (STP) which either contains at
least one space character in the source side (Split), in the target side (Merge),
or no space in either (Equal or No split/merge). See Figure 2.1 and Table 2.2
for an example of a Split STP. The distribution of STPs is shown in Table 2.1c.
According to these statistics, 81% of the tokens in our corpus are spelled in an
already standard way, i.e., according to CODA* guidelines. Pre-processing this
corpus for the CL-NO-CTX and CL-CTX models was not an easy task due to the
fact that it is aligned at the sentence level, while what is sought is word-aligned
STPs. Remember that we are dealing with batches of words for these two models,
and hence, mapping which tokens belong to each other on the source and target
side is hindered by the presence split and merged tokens. The way in which the
STPs are formed, i.e., the data is word-aligned, is described in detail in Appendix
B.

Source Target

Indexes 1 0 |0 1 0

G g f Aligned | &= | = || o= | #

e

[féyby xyr Ifl;yby sTyr
\ \/ Example 1 e o=
SLTYT sxyr

A Coe >
(=i s E le 2 = =
W cwe - xampie Hbyby Hbyby

Figure 2.1: Correct alignment Table 2.2: Generated training examples from the
of the source ¢, xyr  Hbyby (top) pair in Figure 2.1 which will be fed in to the
- target <sayr Hbyby (bottom) character-level models.
pair.

LA source-target pair is a base word and its surrounding clitics. See Section 3.4.5) for a
definition of those terms.
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To avoid all of this, one could have built a character-level model which takes a
fixed range of characters per input and which would have to intrinsically figure
out which of those are related by a token relationship. Another way to solve
this is to opt for models which take in batches of sentences as input (WL-HYBRID
and WL-BERT) rather than words. However, those proved difficult to train as
explained in Section 2.3.1. What made more sense in terms of intuitiveness was
to feed in one word utterance at a time (CL-NO-CTX and CL-CTX models), i.e., a
base word and its surrounding clitics. As clitics and/or affixes are split or merged
approximately 15% of the time (Table 2.1¢) when SO occurs, we have to group
those together before feeding them the two CL models.

2.2.3 Merger Module

Rationale Now that we have the alignments, we can use the STPs to train our
model. However, in the real world, we will neither have a target or an alignment,
and consequently, we will not be able to know whether two source tokens actually
belong the same token, as seen in the example shown in Figure 2.1. Therefore,
a merger model (MERGER) is built to perform this action right before feeding in
inputs to the standardizer (Figure 2.2). Note that MERGER and the CL models
are independent and that it can be viewed as a pre-processing step before feeding
the input into the standardization models. In other words, the loss does not
back-propagate through it. The reason why there is a merger model but not a
splitter is because the input to the standardizer model is a batch of tokens, and
if two tokens are split, then we need to provide both of them to our standardizer
model for it to merge them, i.e., remove the space character between them. If one
token needs splitting as part of CODA* standardization, then the character-level
standardizer can simply add a space character as part of the decoding stage.

Implementation FEmpirically speaking, the Beirut portion of the MADAR
CODA Corpus does not contain any case which requires merging more than
two tokens together. Theoretically speaking, one could think of a case where six
tokens might have to be merged in the worst case before feeding them to the
standardizer (i.e., five clitics and/or affixes and one base word). Seeing such a
case in any corpus is highly unlikely, and in a realistic worst-case, one might see
up to three or four (to be conservative) tokens that would require merging. For
this model though, tokens were chosen to be processed one bi-gram at a time. As
can be seen in Figure 2.2, a bi-gram (two tokens separated by a space character)
is input to the merger model. The latter is a character bi-LSTM encoder with a
fully connected layer at the output, which narrows down to two final outputs that
are supposed to determine whether the tokens in the bi-gram should be merged
or not. Additionally, to provide context for this operation, the encoder is ini-
tialized with the representation of the sentence which contains that bi-gram via
the output [CLS] token of a multi-dialectal Arabic BERT model®. For training,
details, refer to Appendix C.

2The BERT model used (MARBERT) was trained on 15.6B tokens of both unstandardized
multi-dialectal Arabic data and MSA (Abdul-Mageed et al., 2020).
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merge no merge

I

P

[CLS] i want to eat ice cream

Figure 2.2: Diagram of the MERGER model. This model is trained independently
from and then prepended to the CL-CTX model as shown in Figure 2.4.

Results Unsurprisingly, the accuracy of this module shot up to 100% as the
only cases in this corpus which required merging were when the clitic 4 w ‘and’
was spontaneously detached from its corresponding base word. However, other
corpora may display more varied cases. The Beirut portion of the MADAR
Corpus is quite well-behaved. Now that this module is training, it can be added
as a pre-processing step to the character-level models as shown in Figure 2.4.

2.3 Models

In this section, the models will be described. In all the model diagrams (Figures
2.3 and 2.4), the color blue refers to the encoders, light red to decoders, green to
character embeddings, yellow to word embeddings, and brown to character-level
decoders (when a word-level decoder is also present).

Metric Used To measure the performance of our systems, we will be using
a special flavor of FI score. Character accuracy is not very useful as it will
always be high and make it more difficult to intuitively assess how the models
are performing. However, using F1 score would require word-aligned data, and
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fortunately, this was already done as described in Appendix B. The way F1 score
is calculated here is by calculating precision and recall in the following way:

.o NEcorrect
precision = ——— (2.1)
Ne€total
€correct + NC€total — NEincorrect
recall = (2.2)

€iotal T NEtotal
where:
o €otq = number of source tokens that should not have been altered (Equal)
e M€ = number of source tokens that should have been altered (Not Equal)
e Ceorrect = those from ey, that were left unaltered
o Necorrect = those from neyq that were standardized correctly

o NEincorrect = those from ne;uq that were altered and standardized incorrectly

recall x preciston
Flscore =2 x

2.3
recall + precision (2:3)

One could have used plain accuracy, or word-error rate (WER) to evaluate this
task. However, these two would have also turned out high most of the time
because about 81% of the input tokens in the dataset are already in standard
form (see Table 2.1c. Therefore, this flavor of F1 score was designed in a way to
best suit an intuitive interpretation for measure of performance in this specific
task, i.e., SO standardization.

2.3.1 Word-level Models

Rationale The idea behind using word-level models potentially augmented
with character decoders/encoders is rooted in the need to avoid the splitting and
merging problem — which had to be solved using the MERGER model (Section
2.2.3). However, due to technical problems, these models did not train properly.
The three word-level models are WL, WL-HYBRID, and WL-BERT. WL and WL-
BERT are similar to WL-HYBRID which is shown in Figure 2.3. WL-HYBRID is
inspired by Luong et al. (2016) which purpose is to deal with out-of-vocabulary
(OOV) occurrences and include sub-word information to the NMT process. The
three models have the same back-bone which is the word-level encoder, decoder,
and attention modules. The only difference is that WL, the most basic model, is
not augmented with a character decoder, and WL-BERT, the most sophisticated of
the word-level models, has a word-level Transformer architecture (Vaswani et al.,
2017) instead of plain bi-LSTM. It was built using the BERT2BERT architec-
ture (Rothe et al., 2020) from the Hugging Face £° Transformers library with
MARBERT pre-trained weights (Abdul-Mageed et al., 2020).

3https://huggingface.co/transformers/model_doc/encoderdecoder.html
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Figure 2.3: Diagram of the WL-HYBRID model. WL is similar it to but without the
character decoders, and WL-BERT is the same except that the encoder decoder
and attention modules are replaced with their BERT counterparts.

Implementation Intrinsically, this model does not require to deal with merged
or split tokens as it takes in the whole sentence as input. But because it deals with
words as units, it has a coarse granularity, which can nevertheless be solved by
hybridizing the model through augmentation with character encoding/decoding.
This is done, as shown in Figure 2.3 by concatenating character embeddings
which are sourced from a character encoder (in green), itself, a bi-LSTM RNN,
to word embeddings (in yellow) at the input of the word encoder (blue). For the
hybrid model (WL-HYBRID), each decoder word output is fed as initialization to a
character decoder (brown), the output of which is fed back into the word pipeline
by adding it to the hidden state vector for that same word and using it as hidden
input to the next time step. Note that as specified by Luong et al. (2016), word-
(red) and character-level decoders have their own attention modules to avoid
putting too much load on either and having a mismatch of gradient granularity.
The character decoder and word decoder loss are added together to form the total
loss. Training details are available in Appendix C.

Results For some reason, the loss related to the character decoders would not
decrease, while the word loss seemed to be decreasing as expected. The cause
of this is unknown, and further debugging is in order. However, due to the
strict time constraints, this phase was aborted and was left for future inquiry.
The metric used to evaluate performance in Table 2.3 (F1 score) is described
in §2.3. The reason why no results are unavailable for WL-HYBRID is because
the character decoders from which we are supposed to get the output were not
training correctly (the loss was not decreasing). On another hand, as expected,
WL has a substantially lower F1 score (47.0%) than all the character-level models.
Performing regular NMT on a small and noisy dataset is bound to fail due to
the high number of OOV tokens. Finally, at the word level, WL-BERT did not
fare any better and even “standardized” some sentences in a peculiar way by
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Model Recall Precision F1 score

WL 61.1 38.2 47.0
WL-HYBRID - - -
WL-BERT - - -
CL-NO-CTX 98.2 82.5 89.7
cL-cTX (BERT WLE concatenation) — 98.1 84.8 91.0
cL-cTX (BERT CLE initialization) 98.7 85.7 91.7

Table 2.3: Report of the F1 scores gathered across the multiple models trained.

translating source tokens to ones which are semantically related to the source
tokens, as MARBERT incorporates a large amount of prior knowledge about DA
and MSA.

2.3.2 Character-level Models

Rationale Character-level models, if not practically, intuitively make the most
sense to use for the task of spelling standardization, as it is a task whose patterns
inherently lie at a sub-word level. However, one caveat against this approach lies
in the inability of sequence neural networks to handle very long sentences, ones
that would be brought about by treating characters as units instead of words.
Because of the vanishing gradient problem (Hochreiter, 1998), we use batches of
tokens rather than sentences. Ngo et al. (2019) talks about how Transformers deal
much better with long sequences than RNNs, and how character-based NMT is
possible with those. This was not investigated for the moment due our satisfactory
results for the best model (CL-CcTX). However, it should be investigated in future
work.

Implementation It was decided that the standardization model would take
in sentences and standardize them one token at a time as seen in Figure 2.4.
First, the input sentence is taken through the merger network (Section 2.2.3)
one bi-gram at a time, in order to determine which tokens should be merged,
i.e., have the space character between them deleted, before feeding them in to
the standardization model one token at a time. If tokens need to be split, it is
dealt with at the decoder side. The encoder-decoder setup works with batches
of tokens and not sentences. The BERT model used for contextualization takes
in the whole sentence, however BPE tokenization will often split tokens before
inputting them to the model. Therefore, word embeddings belonging to the same
raw token at the BERT last hidden layer output are summed together to “restore”
the raw token. This can be seen in the example given in Figure 2.4. CL-CTX and
CL-NO-CTX are the same, except that the BERT contextualization module is
taken out for CL-NO-CTX. Training details are available in Appendix C.

Results and Error Analysis It does not come as a surprise that this is the
best model since patterns are being extracted by the NN at the sub-word level,
aided in CL-CTX’s case by the contextualized word embedding of the token to
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i want to eat #ice #cream
Tar | wan icecream
Merger arget ant | to | eat .
Source || want|to|eat|ice cream
Target || want |[to| eat | icecream
Source || want |to|eat ice cream

Figure 2.4: Diagram of the CL-CTX model. The Merger module is trained before
training the main standardizer module, and the standardization output does not
back-propagate through it. It is described in Section 2.2.3.

standardize. Now, relativizing the results with results of other studies might be
futile. All the other studies (Farra et al., 2014; Eskander et al., 2013; Zalmout and
Habash, 2020) are either not very clear about the accuracy metric they are using,
they are using different metrics, or they are using different datasets. In our case,
recall is usually higher than precision because the majority of words are already
in their standard form. The error in recall is due to those tokens that should not
have been altered but were altered, and vice versa. As expected, adding context
to the analysis increases both the recall (+-0.6) and precision (+3.2) by a substan-
tial amount (Table 2.3). CL-CTX solves many cases where context would have
been necessary to predict correctly, mostly with function words. For example,
predicting whether 3 fy should be standardized to 4% fyh depends on whether
this token was meant as a copular verb, a preposition, or a modal verb. The last
two require a standardization to 4% fyh while the the first one does not.

Now, most errors are cases where there was no occurrence of that token in the
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training set. However, in some cases, even zero-shot tokens (that were not seen
in the training set) were successfully standardized, but the level of spontaneous
orthography in them was quite low and could have been easily dealt with using a
simple rule-base system, such as replacing the hamzated variations of the word-
initial | A (e.g., T\j AAA) to the non-hamzated version, or changing the word-final
o h to & h when necessary. In contrast, there are some zero-shot examples, the
standardization of which was not straightforward for the system seeing the small
size of the dataset. Those were not standardized correctly, like for example stan-
dardizing 555 tzkrh ‘ID Card’ to s$% tokrh. In Arabic, 3 0 /9/ is simply the
inter-dental version of the fricative ) z /z/, and since in the Lebanese dialect the
former sound is always replaced by the latter, there is no way for the system to
know this if it has never seen this token before. It may have been able to do it
had the size of the dataset been larger, by inferring some kind of pattern between
nouns that exhibit the same phenomenon.

With the current features of the dataset and its size, coverage is crucial in de-
termining the accuracy of the system. As another experiment, the 27 examples
of the Egyptian Arabic utterance _#lb,a, Lo /mabirulha:f/ ‘he does not say it’
(Table 1.1) were fed into the best model trained on the Cairo (Egypt) portion
of the MADAR CODA corpus. The system was not able to standardize any of
the different forms even though the accuracy achieved on the development set
surpassed that of previous studies.

2.3.3 Conclusion

A qualitative comparison with other studies’ results is not possible because access
was restricted to the datasets they used, namely the ARZ Egyptian Dialect corpus
from the LDC (Maamouri et al., 2012). However, to put things to into perspective
quantitatively, the word accuracy*, which is the same metric used in all of Farra
et al. (2014), Eskander et al. (2013), and Zalmout and Habash (2020)°, was
calculated for the best system (CL-CTX), and was recorded at 95.2% for the
Beirut portion. It is higher than the accuracies in all three papers. This does not
necessarily mean that CL-CTX performs better than the other systems. Rather,
this shows that the dataset we are dealing with is quite an “easy” dataset in
terms of the forms of SO that it contains. Furthermore, taking into consideration
the results on the _slb,a, L /mabi?ulha:f/ ‘he does not say it” utterance and the
error analysis, this might be an indicator that the MADAR CODA corpus has
low noise coverage and does not readily generalized to unseen cases, or that our
system needs additional morphological context. This corroborates our propensity
to develop an in-house dataset for two reasons:

1. Morphological analysis of the unstandardized text like in Zalmout and
Habash (2020) might be very helpful for this task, especially in cases where

4A simple string matching metric which enforces a word alignment that pairs words in the
reference to those of the output. It is calculated by dividing the number of correct output words
by the number of words in the input (Farra et al., 2014).

SEven though Zalmout and Habash (2020) use full-fledged morphological analysis as context
(alongside other features), they manage to report an accuracy which is lower than Eskander
et al. (2013), which use a less sophisticated system. This warrants further investigation.
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there are multiple morphemes per word such as with the Egyptian example.

2. The size of the dataset is too small, hence, data augmentation is in order.
To do proper data augmentation, a morphologically segmented text would
be very beneficial.

These two reasons are are the main driving forces which led to the creation of
the Annotated Shami Corpus, described in Section 3.
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Chapter 3

Lebanese Arabic Corpus
Annotation

3.1 Rationale

Low-resource Setting While building corpora is a non-trivial and costly task,
one which is becoming less and less popular due to state-of-the-art developments
in distributed representation learning, it is sometimes essential when dealing with
low-resource domains. One cannot disregard the (still ongoing) superiority of hu-
man supervision over the generalization properties of neural networks. After
having built several models for the task of SO standardization, it has come as
a realization that the task at hand is definitely non-trivial and requires specific
types of resources, which currently are not readily available in a structured way
that would allow for supervised training. Additionally, corpora like the MADAR
CORDA Corpus (Eryani et al., 2020) which are annotated for spelling standard-
ization seem to have low coverage of colloquial structures and expressions of a
whole country as they only focus on one sub-dialect of that country. Conse-
quently, it was decided that a corpus would be annotated for specific features
which group together many features found in other similar datasets, although
never together.

Choosing the Right Features Excluding sentence context from the input
variables definitely is not in favor of correct SO standardization as seen in Sec-
tion 2.3.1. Zalmout and Habash (2020) have even found that jointly training
for lemmatization and morphological features alongside standardization leads to
gains in accuracy. However, they relied on already available morphological ana-
lyzers, which in occurrence, work only for a specific dialect. Hence, the corpus
described in this section will allow us to train a neural morphological analyzer for
Lebanese Arabic, and at the same time, use those morphological analyses in the
training for SO standardization. What is interesting about it is what makes it
differ from the rest of similar datasets. First of all, morphological segmentation
and tagging happens at the source (noisy) side of the corpus, in contrast with
Khalifa, Habash, et al. (2018) which do it at the target (CODA*) side. Darwish
et al. (2018) segment at the source side, but do not provide CODA* annotations.
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And finally, corpora like Eryani et al. (2020) only annotate for CODA* with-
out morphology. This is sub-optimal considering the absence of morphological
analyzers for all the dialects'. On another hand, all of the mentioned corpora
feature sentence-level alignment, and none of them make token-aligned sentences
available. This is an issue because of split and merged tokens. Last but not least,
segmenting at the source side instead of the target side makes morphologically-
driven data augmentation possible, as explained in Section 3.2.

Lebanese Arabic Dialects When we say Lebanese Arabic, this encompasses
a wide array of sub-dialects, despite the small size of the country (Section 1.5.1).
However, when it comes to text data, the differences between those sub-varieties
are heavily diluted due to the common practice of diacritic? omission. Alongside
the fact that the sub-dialects do not substantially differ, or at least very mildly,
in morpho-syntactic structure, this plays to our advantage. But nevertheless, the
differences are non trivial, and the annotation is carried out in a fashion that
captures all of those in a unified and consistent way.

Hence, this justifies creating a “corpus of Lebanese Arabic”, which will by exten-
sion, allow real-world systems to deal with more variation related to the same
country, as it makes sense to evaluate systems’ performance at the country-level,
by virtue of the geographic proximity and the resulting resemblance between the
sub-varieties. It is worthy to note that it is not easy to find corpora with this kind
of diversity as the latter are usually well controlled to suit one specific sub-region
or one specific task, e.g., dialect identification.

3.2 Corpus Description

3.2.1 Annotated Shami Corpus

The corpus which was annotated is called the Shami Dialect Corpus (SDC) (Abu
Kwaik et al., 2018). It is a Levantine Arabic corpus, divided into its four main
varieties, namely, Jordanian, Lebanese, Palestinian, and Syrian. It is an unstruc-
tured corpus of tweets scraped from Twitter, is not confined to a specific domain,
and features the kind of informal, highly dialect-centric use of language which
is sought-after for standardization, without being too noisy in terms of random
and intentional errors (see Section 1.3), but abundant in terms of non-random
errors, i.e., Spontaneous Orthography. Both a pre-processed and raw version of
the corpus are made available, and the raw version was used to annotate the
present corpus. For the annotations in this thesis, only the Lebanese portion is
used, and the resulting annotated corpus is called the Annotated Shami Corpus®
(ASC). The ASC is annotated for:

e Spontaneous Orthography Standardization

1See Elnagar et al. (2021) for a recent survey on DA resources.

2Diacritics specify a large majority of vowels’ pronunciation in Arabic.

3The corpus will be made publicly available from the following GitHub repository: https:
//github.com/christios/annotated-shami-corpus
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o Segmentation STPs are aligned taking into account split and merged
tokens®.

o Standardization Then, the source tokens are standardized into their
CODA* form using the CODA* guidelines®.

o Tagging Using the taxonomy in Section 4, the individual STPs are
tagged for the different cases in the taxonomy.

« Morphological Segmentation and Tagging This stage is independent
from the last one and involves segmenting tokens at the clitic-base word
boundary and tagging the different segments for:

o POS (i.e., verb, noun, adjective, preposition, etc.)

e}

Obligatory Features (i.e., aspect, gender, number, person, mood, etc.)

e}

Verb Forms (i.e., templates of verb)

Lemmatization (i.e., dictionary form of a word)

e}

Dialectalness (i.e., the extent to which a word belongs to a dialect)

e}

3.3 Annotation Platform

3.3.1 Software Description

Customized Platform In order to ensure a smooth and efficient annotation
process, a platform was built specifically for the types of annotations that we
require. Other annotation platforms such as brat rapid annotation tool® and
WebAnno™ are great for annotating syntactic dependencies and named entities,
but none of them allow for an expedient morphological annotation process, or
the type of segmentation that is needed to map split/merged tokens to their
raw version, or even for spelling standardization. The only platform which came
closest to the needed requirements is MADAR: (Obeid et al., 2018), however
it was not publicly available online. Thus, a customized web application was
developed for the purposes stated in Section 3.1.

Speed, Accuracy, Consistency ANNOTATIO® is a customized annotator which
serves two main purposes. First and foremost, it allows annotators to efficiently

4In the Preliminary Modeling section (Section 2), it was found that a token- rather than
sentence-based (inputs are tokens and not sentences) model provided the best results. However,
one obstacle in the way of such models is the fact that some utterances are spontaneously split
into several tokens at the time of writing, while they should be written as one token considering
their standard form. Also, others are written as one token while they should be written as
multiple tokens (more on this in Section 3.4.2). While Zalmout and Habash (2020) also use a
token-based model, they do not specify how they deal with these cases, keeping in mind that
about 15% of all spontaneities are split/merge errors (see Table 2.1c¢ in Section 2.2).

Shttps://camel-guidelines.readthedocs.io/en/latest/orthography/

Shttp://brat.nlplab.org/

"https://webanno.github.io/webanno/

8The platform will be made publicly available from the following GitHub repository: https:
//github.com/christios/annotatio
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annotate for spelling correction, and more specifically in our case, SO standard-
ization. Second, it also allows annotators to efficiently segment sentences mor-
phologically and tag the segments based on any tag-set. Flask was used for the
back-end, JavaScript-CSS for the front-end, and a make-shift database was put
together using the g¢it framework by way of pushing and pulling, to synchronise
all of the annotations. The skeleton of the web app was started by an experienced
developer, while most features, testing, and debugging were developed in-house.
Figure 3.1 shows ANNOTATIO’s interface.

This interface was designed with many considerations in mind, the most promi-
nent being:

o Speed of Annotation: When one needs to go through two rounds of segmen-
tation (for SO standardization and morphological segmentation), finding
the right way to do it is crucial. ANNOTATIO provides an easy way to do
so which is explained in Section 3.3.2.

e “Back-work” Compatibility: Annotators can at any time go back to their
previous annotations and make changes as needed.

o Annotation Helpers: Two search menus were implemented to help with the
annotation process. One was linked to a database of examples of previous
annotations from various annotated corpora, and the other was linked to
the annotators’ previous annotations.

All of the above features make for a platform which facilitates the creation of
consistent, accurate, and expedient annotations.

3.3.2 Two Annotation Phases

The annotation happens in two phases. The bold numbers inside parentheses
refer to the corresponding section in Figure 3.1. The two phases are:

1. Spontaneous Orthography Standardization To get to this state, a
sentence from the sentences on the right-hand-side of the screen (8) must
be selected. Once in this state, the text on top of the middle sentence
field where segmentation happens (2) will read “CODA Segmentation and
SO Standardization” (9). In this state, you go through a first round of
segmentation which will pave the way for spelling standardization”’. In this
state, every segmentation click generates one STP' (STP). To segment,
one simply clicks after the last character of the source side of the pair one
wants to create and an editable text field containing the target side of the
pair appears below (4) so that one can standardize the spelling. Section
3.4.2 explains why we segment before standardizing the spelling. Clicking
after the last character in this sentence triggers the second phase.

90rthography Standardization happens according to the CODA* guidelines.
0The field being segmented (2) contains the source side, and the associated CODA* field (4)
is the target side. STPs might contain spaces and Section 3.4.2 elaborates the reason why.
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Figure 3.1: View of the annotation software®.

?1 is the Examples Menu. 2 is the Raw Text section where segmentation happens. 3 is
the “Fix Sentence” button. 4 are the input fields resulting from CODA* segmentation, where
spelling can be standardized. 5 are the input fields resulting from morphological segmentation
where tagging happens. 6 is the “Search Previous Annotations” menu. 7 is the “Filter By
Flag” button. 8 are the sentences available for annotation. 9 is the “Reset All” button. 10 is
the “Reset State” button. 11 is the “Save and Next” button.

2. Morphological Segmentation This phase is automatically triggered when
annotators click after the last character in the sentence in the middle field
(2). (9) changes to “Morphological Segmentation and Tagging”. Once in
this state, annotators must segment again, the same way they did for the
first state, except that here, they would be segmenting for morphological
segmentation, but for producing morphemes''. Refer to Section 3.4.5 for
more details on how to segment morphologically. We call each morpheme
a segment. Multiple segments constitute one STP.

3.3.3 Software Functionalities

Below are some of the most important features available in the interface. Again,
the bold numbers inside parentheses refer to the corresponding section in Figure
3.1.

« Save and Next Button (11) At any time during either of the segmenta-
tion phases, one can click “Save and Next” to save the work for the sentence
in the working space. As a consequence, the sentence is highlighted in green
(8), and the next sentence is automatically selected.

« Fix Sentence Button (3) It is used to pre-process a sentence before
even starting to segment it for CODA* standardization or morphological

HThe following link specifies the guidelines followed for segmentation: https://camel-
guidelines.readthedocs.io/en/latest/morphology/.
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segmentation. Please read a more detailed explanation in Section 3.4.1 as
this functionality is important.

+ Reset All and Reset State (9 & 10) The first button is used to un-
register an annotation, and the second one is used to zero-out the morpho-
logical segmentation stage, in case the annotator wants to retain work on
orthography standardization.

« Examples Menu (1) A smart search bar and drop-down menus that pro-
vide a querying/filtering interface which enables annotators to efficiently
search for annotation examples which were fetched from other datasets,
namely, the MADAR CODA Corpus (Eryani et al., 2020), the Annotated
Gumar Corpus (Khalifa, Habash, et al., 2018), and the NYUAD Arabic UD
treebank (Taji et al., 2017b).

« Search Previous Annotations Menu (6) A smart search bar and filter
drop-down menus which can be used to search for previous annotations
done by the annotator, and by the other annotators.

o Flag Button (5 & 7): A button available for each created segment in
morphological segmentation which allows the annotator to flag it. It is
used in cases when the annotator is unsure about an annotation or when a
difficult annotation case is faced. It prevents the annotators from wasting
too much time on specific things which would later be solved in common
discussions.

« Undo (4 & 5): Annotators can undo the most recent segmentations they
did by pressing on a specific key combination.

o Add/Remove STP/Segment (5): In the morphological segmentation
state, annotators can add or remove segments or STPs between any two
consecutive elements in a spreadsheet fashion. This feature greatly im-
proved revision time and allowed annotators to make local changes in seg-
mentations without having to reset whole sentences.

3.4 Annotation Pipeline

3.4.1 Pre-processing: SO vs. Typos

Since we are not doing spelling correction, we need to root out typographic mis-
takes (typos) from the raw corpus. To do that, annotators were provided with
a “Fix Sentence” feature to pre-process the sentence before entering any of the
two stages of annotation'?. When using this option, one needs to exercise a
fair amount of judgement, because it essentially lends itself to discerning typos
from SO. The sole purpose of this feature is the following: we are standardizing
“spontaneous orthography”, which is the result of DA not having any standard
orthography; we are not correcting mistakes which are the result of the lack of

attention of the writer, i.e., typos. Therefore, this feature is exclusively used to

12Gee “Fix Sentence” button in Section 3.3.3.
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correct typos, and is done before actually starting to correct for SO following the
CODA* guidelines. This is done to avoid the wasteful discarding of sentences
with a perfectly sound syntactic structure due to some typo. Table 3.1 shows
some examples. The following are the general guidelines that were given to the
annotators:

e Minimal use should be made of this feature.

e QOur goal is to capture the essence of the Lebanese Arabic variety, and not
to describe typos.

o If a sentence is really unrealistic and incomprehensible, and fixing it would
require drastically editing it, then discarding it is the best choice.

o If there are two parts (clauses) of a tweet that are completely independent,
a comma should be added between them.

o If orthography can be directly inferred from MSA unambiguously and was
written in a non-standard way, it is considered a typo if it is not at a
clitic/affix boundary'®.

3.4.2 Orthography Segmentation

Segmenting before starting spelling standardization is an essential step which
might not seem very obvious at first sight. However, we segment for one main
reason, and this is to keep a mapping between the source- and target-side of each
STP (raw to CODA*), since some spontaneous orthographies will involve merging
and splitting STPs. In general, the spontaneous orthographies fall under one of
the four main categories outlined below!*:

1. One token which was written as multiple tokens, e.g., 0,5 - H ykwn ‘he
will be’ (spontaneous version) instead of OS> Hykwn (4; standardized

version). In this case we take the spontaneous version as one segment and
remove the space character in the editable field to standardize.

2. Multiple tokens which were written as one token, e.g., L;:\fto mAbd~y ‘1

don’t want’ (spontaneous version) instead of ‘_;:\3 L mA bd~y (standardized
version). In this case we take the spontaneous version as one segment and
add a space in the editable field to standardize.

3. Various types of spontaneous orthography that will not involve merging
or splitting tokens, e.g., s bd~w ‘he wants’ should be standardized to
o bd~h.

13The latter generally create much confusion for writers as they are the breeding ground for
many phonological changes between the dialect and MSA.

MTransliteration in the Habash-Soudi-Buckwalter scheme (described in the Appendices) hap-
pens character-for-character and can be used to follow the logic in case one is unfamiliar with
the Arabic script.
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Example

Comment

sles L aB e oS (M sle?
AN

symA’ hlAly ktyr mtwfqh
bA xtyAr AlAynyh

Shima’ Hilali really did well
with the choice of that song

If a space character occurs at a boundary other
than a base word-clitic or affix-stem boundary;,
then it is usually considered a typo. Here for
example, L=+ b+AxtyAr ‘in+choosing’ had a
space within the word ,lz=!| ‘choosing’ Had the
space occurred between o b ‘in’” and | A (first
letter of the word ‘choosing’, then it would have
been considered SO.

e G i B Lol
’ e ol
nys Ah yA ITyfh
Hkmny mys ¢A hl xbryh
Stomach ache, oh
Latifeh, that’s what got
hold of me when I heard
this.

In this example, _axs m7yS ‘stomach ache’ is
written as & nys . In this STP, there are two
things to note. First, there is a typo in
substituting the s m /m/ with a & n /n/ which is
considered a typo because it would be hard for a
writer to “spontaneously” mistake one for the
other, and it is most probably due to the lack of
attention of the writer. On another hand, the

ue S is substituted with a _~ s. This can be
considered as SO because the emphatic and
pharyngealized voiceless alveolar fricative S /s'/
is often backed off to a plain s /s/ in DA. On the
other side, kb tAytA ‘grandma’ is considered as
SO because the word does not exist in MSA and
there is no standard way to spell it. To
standardize a word like this, all annotators
should agree on a fixed form.

CM””‘ g x5 Joni Uls Lo
mA xl~wnA nsml tyyr
wASIAH

The did not let us push
change and reform

If the orthography of a word can be
unambiguously inferred from MSA, and the
spelling inconsistency is not at an affix/clitic
boundary, then it is considered a typo.

B4
llwrQh
the paper

If the inconsistency lies at an affix/clitic
boundary (morphological boundary), then it
might be considered SO, depending on the
severity of the inconsistency. Here, it can be
considered as SO.

o oF st o M o
o A S s Fe <
It’s difficult for you to feel
it could be that you feel
but you are without feeling
how would you feel?

There is no explicit typo in this example, but it
highlights a case where annotators were
instructed to add a comma between two
completely independent clauses. In this example,
there are three independent clauses.

Table 3.1: Table of examples showing differences between Spontaneous Orthog-
raphy (orange) and typographic mistakes (red).
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4. Some spontaneous orthographies might still involve various combinations
of the above, e.g., sas mbd~w ‘he doesn’t want” should be standardized as

o:\g L mA bd~/h. Note that this example contains a merging spontaneity
(second bullet) and a regular substitution spontaneity (third bullet).

3.4.3 Spontaneous Orthography Standardization

To perform CODA* standardization, the annotators are referred to the SO tax-
onomy presented in Section 4 and to the CODA* guidelines!®. Many standard-
ization cases can be inferred from the CODA* guidelines. However, the latter
are very general as they aim to be dialect agnostic. This is both an advantage
and a disadvantage, as it sponsors inter-dialectal research but at the same time
fails to provide clear enough guidelines for all the ambiguous cases which arise for
each dialect. Also, because we are trying to capture the whole Lebanese dialect
and not just the Beiruti sub-dialect, some cases arise which are not specified by
CODA*. Below are outlined the guidelines which CODA* does not explicitly
attend to for the Lebanese dialect. Reading §3.4.5 first (definition of base word,
affix, and clitic) is recommend for non-Arabic speakers before reading the below.

o Intra-dialectal divergence Because we are dealing with all the sub-
dialects of Lebanese Arabic, some words are bound to be pronounced differ-
ently. The difference generally takes place at the vowel or semi-consonant '’
level. For example, at the vowel level, the utterance ‘he gave’ can either
be pronounced as /Yote/ in which case a good spelling choice would be
e ¢Ty, or /Yata/ in which case the corresponding spelling would be

e ¢Ty. At the consonant level, ‘she put him to sleep’ can either be
pronounced as /najjameto/ in which case the obvious spelling choice would

be 4:.; ny~mth, or /nawwameto,/ in which case the corresponding spelling

would be 4:,:;: nwwmth. In these cases, we always choose to spell it the same
way as its MSA cognate. Also, depending on the sub-dialect, some clitics
that are otherwise silent, might actually be realized as a semi-consonant
and a vowel such as in ‘he can’ 4% fyh. It might either be pronounced as
/fir/ or /fijo/ which might lead someone to write it as s fyw. We always
standardize these cases to one form — the one that makes the most sense
morphologically, i.e., 43 fyh. However, if the difference involves adding a
hard consonant such as with &% fyny /fime/ instead of & fyy /fizjje/, the
hard consonant is retained during standardization, and this results in two
forms of the same clitic.

o Letter switch In the Lebanese dialects, some very particular commonly
used day-to-day words are pronounced by switching the position of two
sounds. For example, daals mis Qh /malfara/ ‘spoon’ and d@ws mslQh maila?a.
The one which corresponds the most to the MSA form is usually chosen —
in our case, the former.

5https://camel-guidelines.readthedocs.io/en/latest/orthography/
16The semi-consonants (or defective letters) are | 5 ¢ A w y and can either function as vowels
in the phonetic sense, i.e., /a/, /u/, and /i/, or consonants, i.e., /?/, /w/, and /j/ respectively.
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« Cognate Backoff Some very common words are sometimes heavily altered
phonologically like 31 \ AmrAh /?imra?a/ ‘woman’ in MSA which is pro-
nounced /mara/ in Lebanese Arabic. If such an occurrence is found in a
sentence which would typically be considered as Lebanese Arabic morpho-
syntactically, it is spelled the way it is pronounced, while retaining the MSA
spelling as much as possible — in our case, |, mrA. We call this Cognate
Backoff because the writer most probably felt awkward writing it the way
it was pronounced and wrote it in its MSA form.

e Verb Conjugation Appendix D lays out rules on how to conjugate spelling-
ambiguous verbs based on aspect, voice, person, gender, number, and the
presence or not of the b- prefix in the imperfective. The conjugation tables
presented are an ad-hoc solution which served as a reference to conjugate
Lebanese Arabic verbs. They were created by morpho-phonologically an-
alyzing verbs that are common in Lebanese Arabic and MSA, according
to the verb templates they adhere to, as MSA and Lebanese Arabic verbs
follow the same set of templates'”. In summary:

o Active Perfective If a verb form contains a connecting hamza &,»
Jes, then it retains it in its standardized form. If it does not — and
this applies to all verb forms including the quadri-literal verb forms
and their augmented versions — then it does not take this hamza since
it is not pronounced in Lebanese Arabic.

o Passive Perfective These verb are written as specified by the verb
form (template) used. See Appendix D.1.1 for a more detailed expla-
nation.

o Active Imperfective We only specify rules for the third/first person,
and masculine singular versions of the verbs with a b- imperfective
prefix'® because only those pose phonological problems'?. In all verbs,
the third person ¢ y prefix? should be added if the b- prefix is used
in conjunction, even though it is not always pronounced as /j/*'. For
the singular with the b- prefix, the | A imperfective prefix is never
written after the former except in the case of hamza-beginning verbs
(3350 JWl), in which case it gets assimilated by using the madda 1.

o Assimilated Imperfective Prefix If the prefix to be used with the
verb is the same as the first radical of the verb, then it sometimes gets
assimilated into it. This sometimes leads to the omission of the prefix.
It should hence be restored.

TVerbs and their spellings are especially cumbersome since their morphology is very pro-
ductive. Adding to this the phonological changes of Lebanese Arabic, spelling certain verbs
consistently while retaining the morpho-phonological structure of the dialectal form should be
handled carefully.

18This prefix does not exist in MSA and poses some pronunciation/spelling problems here as
it interacts with the verb’s phonology.

9The pronunciation and spelling of the rest (feminine, plural, and second person) are infer-
able unambiguously from MSA grammar rules.

20Inflects based on gender, number, and person.

2lsee Appendix D.1.1
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o Command All tri-literal non—augmen’@d verbs exhibit middle vowel
elongation in the command aspect (Y 4.s). The only exception

is the doubled tri-literal form (4amias Jlsl), in which no elongation
takes place. This should be reflected in the spelling. Additionally,
tri-literal verbs drop the connecting hamza as it is not pronounced in
Lebanese Arabic. As an exception, augmented tri-literal verbs retain
the connecting hamza.

o Attached Enclitic In the command verbs, the vowel elongation that
happens with no attached clitic (previous bullet) is retracted except
for the defective verbs (<Y azll JWY1) which have a semi-consonant
as the final radical.

Section 4 summarizes all the categories of spontaneous orthography as viewed
from the CODA* guidelines’ and our extended guidelines’ perspective in the form
of a detailed taxonomy.

3.4.4 Spontaneous Orthography Tagging

After generating the STPs by segmenting at STP boundaries, if the target side
of the pair is altered by the annotators, it can be given a tag from the leaves of
the taxonomy described in Chapter 4. Each STP can receive at least one tag,
as many SO phenomena might be taking place within each one. The tagging
decision process is described more depthfully in the taxonomy chapter.

3.4.5 Morphological Segmentation

In order to segment correctly, the annotators were asked to have good command
of the concepts of base word, clitic, and affiz (Habash, 2010). All the guidelines
related to morphological segmentation are divided into the below paragraphs.

Base Words, Affixes, and Clitics In Lebanese Arabic, words are formed
as shown in Table 3.2. Put simply, the difference between a clitic and an affix
is that “affixes are needed to specify the obligatory features for [...] the POS
of a base word which is [...] a stem and the minimal number of concatenative
affixes”. Hence, affixes are considered part of the base word. The obligatory
features are specified in Table 3.3 for each POS. If a particle does not specify
any of those features for a POS, then it is a clitic. Clitics are “syntactically
independent but phonologically dependent morphemes that are attached to the
word phonologically. Words can be base words or base words with added clitics.”
Both affixation and cliticization in Arabic are purely concatenative phenomena.

Segmentation Boundaries Morphological segmentation in our case happens
at the boundary between clitics and base words, or between clitics and affixes.
Segmentation does not happen between a stem and its corresponding affix(es).
For example, in the utterance o HyrwH ‘he will go’, the way to segment it is
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Enclitic(s) Base word Proclitic(s)
PART™ Suffix(es) | Stem | Prefix(es) PART
PREP
VERB*
PRON NOUN* | PRON
ADJ*

Table 3.2: Table depicting the structure of Lebanese Arabic nominals (nouns
and adjectives) and verbs. Other POS generally consist of just a base word.

into two parts, namely, the future particle CH ‘will” and e ‘go (he)’. The prefix
« y (imperfective masculine particle) is attached to the stem z2 80 (stem), and
they both form the base word. The reason why (¢ y was not treated as a segment
of its own is because it is an affix and not a clitic. And since affixes are part
of the base word, we do not segment them out of it, while in return, clitics are
segmented out.

Contracted particles As a matter of convenience, we consider that some par-
ticles come in an expanded and contracted (cliticized) form. For example, one can
say that the future particle’s expanded form is o rH /rah/ and its contracted
form is c /ha/. The contracted form always attaches as a clitic to the word
that comes after it.

Bound Pronouns One thing to note about bound pronouns® is that they can
be mistaken for suffixes as they seem like they specify some obligatory features
like gender, number, and person. However, they are not affixes, but clitics. Bound
pronouns attach to other entities in three cases (bound pronoun underlined):

1. when attached to verb, they are used to mark:

o its direct object, e.g., L@.KT AkIRA ‘he ate it’.

« its subject when the verb is in the passive form?*, e.g., =K1 Aklt ‘it
was eaten’.

2. when attached to a noun®*, they are used to mark possession to that noun,
e.g., W tf~AHthA ‘her apple’

3. when attached to a preposition, e.g., b fyhA ‘in it’

22Bound pronouns are morphemes that cannot occur independently of another morpheme.
They are related to other words called their hosts

2In the active form, if an explicit unattached pronoun is not used, there is virtually no
pronoun for the subject, so there is no clitic to segment out. This is because Arabic is a
null-subject language.

24Bound pronouns are specific to the possessing entity when attached to a noun, and not to
the noun itself.
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POS Obligatory Features Lemmatization

ADJ* NOUN* GENDER, NUMBER, M, S, I
STATE
ABBREV, ADV* CONJ, None Does not change

DIGIT, FOREIGN, INTERJ
PART*, PREP, PUNC

PRON* PERSON, GENDER, Does not change
NUMBER
VERB* ASPECT, PERSON, P, 3, M, S, A, I

GENDER, NUMBER,
VOICE, MOOD

Table 3.3: Table showing the different POS® tags and their corresponding oblig-
atory features’”. Refer to Section 3.2 in the webpage referenced in Footnote 11
for what the values mean.

®A tag with a star next to it refers to any tag that starts with what is right behind the star.
For example PART* might mean PART, PART DET, ADJ_INTERROG, etc. There are a few excep-
tions to those which are: ADJ__COMP, VERB_ PSEUDO, PRON__INTERROG, and PRON__EXCLAM.
Their names are misleading but they do not take any features.

®The lemmatization column holds the value of the respective feature which should be used
to lemmatize a word.

Bound pronouns related to subjects are considered as part of the base word and
are not segmented out because they specify gender, number, and person.

Exceptions While we follow the above logic throughout all of the annotation
process, there are some exceptions that apply:

o The JI Al ‘the’ determiner prefix which denotes state, while being a prefix
(since it is necessary for denoting state), was segmented out of the base
word.

o The o b prefix marker (Naim, 2016), is an auxiliary particle that can be
attached to the imperfective aspect of every verb, and which inflects to ¢ m

in the plural. Although it goes hand in hand with the (¢ y imperfective
suffix, it was segmented out of the base word as some syntactic structures
make use of it, while others don’t.

3.4.6 Morphological Tagging

Morphology

CAMEL POS Tag-set For morphological segmentation and tagging, the CAMEL
POS tag-set?® was used to tag segments gathered as described in Section 3.4.5. It
claims to have been designed to facilitate research on adaptation between MSA

Zhttps://camel-guidelines.readthedocs.io/en/latest/morphology/
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and DAs, to support backward compatibility with previously annotated resources,
e.g., using the Universal Dependencies®® or the ARZATB tag-set (Maamouri et
al., 2012), and finally, that the inherent morphology it captures is more compat-
ible with Arabic morpho-syntactic rules than other tag-sets.

The difficulty of this tagging task lies in that many word categories in Arabic can
be confused for syntactic functions. For example, in Lebanese Arabic, (predicate)
nouns often fulfill the function of a verb if translated to English. Furthermore,
the existential particle 43 fyh ‘there is’ is actually a preposition attached to a
pronominal enclitic?”. Other similar examples include the frequently used modal-
like auxiliaries 9:\3 bd~h ‘he wants’ and rj‘}! [Azm ‘should’ which are actually
nouns. Many such cases made the annotation process quite bumpy. Care was
taken to annotate each word on the basis of its closest MSA-grammar category
and not its English translation, the way it is prescribed in the morphology section
of the CODA* guidelines. On another hand, the tags which posed the most issues
were VERB_PSEUDO, VERB_ NOM?%®.

All in all this tag-set lived up to its purpose and was used for its simplicity, in-
clusiveness, and to promote shared resources within the Arabic NLP community.

Lemmatization

Lemmatization is “the process of grouping together the inflected forms of a word
so they can be analyzed as a single item, identified by the word’s lemma, or
dictionary form”?”. For example, in English, the lemma of dogs is dog. English
is a morphologically poor language so there will not be many words mapped to
the same lemma. In Arabic, it is quite the opposite. For example, ¢/ & ¢ccK (b
oS K O 55 0555 0 T, you, he, she, we, they} {was, were}’, ete. all
map to the same lemma which is oK". For each category of POS, Table 3.3 also
specifies how to lemmatize a specific segment. For example, to lemmatize the
segment O, » ‘farmers’, we take it to its masculine, singular form, as specified
by the table. The reason why we are not considering state even though Table 3.3
dictates that it is an obligatory feature lies in the exception from Section 3.4.5.
The JV Al article will always be segmented out, so there will be no need to worry
about state for the purposes of lemmatization.

Lemmatization Process As specified by Table 3.3, to lemmatize a nominal or
a verb (NOUN*, ADJ***) VERB*), one simply converts the token to its “dictionary
form” by changing its features to what is prescribed. No lemmatization is required
for POS which are neither nominals nor verbs. Finally, and most importantly,

26nttps://universaldependencies.org/u/pos/index.html

27In Arabic, more weight seems to be placed on syntactic rather than morphological processes
to create meaning.

28Pseudo verbs and verb nominals are words that have the same syntactic behavior as verbs
in that they take a subject and a predicate, or a sentential complement.

29Taken from https://en.wikipedia.org/wiki/Lemmatisation.

30Comparative and superlative adjectives are lemmatized by being taken to their positive
form (base adjective).
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lemmatization happens to the dialectal CODA* feature-stripped root and not to
the MSA cognate root of a token.

Dialectalness

This feature is expected to help the model deal with standardization cases where
code-switching®! is happening between Lebanese Arabic and MSA. There is a
drop-down menu for each segment (5) with “Lebanese” (default), “MSA”, and
“Other” as values. This is for when a word has the structure of an MSA (_.b)
or other dialect word (e.g., Egyptian). For example, take the sentence:

o K& 5t ) Ol o 51 1 ) L
‘Had you known in the first place that these newlyweds would be
helping you, you wouldn’t be talking like this’

The utterance |4 » § lw tsrfwA ‘had you known’ does not sound very Lebanese
in any of the majority of the Lebanese dialects, as the way it would properly be
said is |9 2 § lw bisrfwA with the & b prefix marker. And since it does not have
an MSA structure (i.e., {:ef § lwgrftm), then it is neither “Lebanese” or “MSA”

and should be tagged as “Other”. That is not to say that if a word is common
between Lebanese and MSA that it should be annotated as MSA. Most words
should have a value of Lebanese. But if a word really sounds “un-Lebanese”, then
the annotators were instructed to choose either “MSA” if the structure used is
purely MSA and feels awkward in Lebanese (in this case, we say the sentence is
code-switched), or “Other” if it comes from another dialect. If the sentence is
fully written in MSA or in an other dialect, then the instructions were to discard
it.

3.4.7 Corpus Information
Logistics

Putting together this corpus was no easy task. The biggest challenge was building
and maintaining the annotation software which was essential for consistent and
rapid annotation. The second biggest challenge was to figure out how to deal with
ambiguous annotation cases, training the annotators and keeping them connected.
The corpus was annotated by five annotators®. The annotation process followed a
divide-and-conquer strategy. First, orthography and morphology segmentation,
and orthography standardization were completed together, and then POS and
orthography tagging followed. The corpus in its final version consists of 9,600
tokens, as seen in Table 3.4a. After 5,000 tokens were annotated, the remaining
4,600 were annotated automatically by the system described in Section 5, and
corrected by one of the annotators.

To assess the degree of consistency, an inter-annotator agreement score was to
be calculated by infusing the tweets of each annotators with 50 common tweets.

31Code-switching is when two different languages are used within the same sentence. Here
we consider Lebanese and MSA to be two different languages.
32The annotators were students in linguistics-related fields.

o4



Source Target Source,, Target,.,

Train Development

ASC 4,356 4,344 3,293 3,205
8,600 1,000 MCC (Beirut) 4,100 3,850 2,987 2,836
(a) Dataset sizes in number (b) Number of unique token and segment types
of tokens (space delimited in source and target sides of the data.
spans of characters).
Equal Not Equal
26%
74%  Split Merge No split/merge
11% 1% 88%

(c) Type of source-target pairs (relationship
direction is from source to target)

Table 3.4: Counts and statistics related to the ASC (without diacritics).

However, due to the turbulence of the annotation process®*, the annotations had
to be revised many times, often by different annotators. So, calculating this score
would not be a very good measure of consistency.

On another hand, the sentences that were annotated were not of very high qual-
ity as many of them were parts of sentences which were taken out of context.
Furthermore, many tokens were split most probably due to the preprocessing of
the authors of the Shami Corpus, most often at places where there would have
been a shadda diacritic in the original tweets. This corpus was chosen because it
is one of the few publically available corpora which divide the data at the country
level rather than at the region level. However, in future work, a cleaner corpus
should be considered. Nevertheless, the results we get are satisfactory as seen in
Section 5. In a future iteration of this annotation task, the plan is to work with
a more wholesome corpus, and automatically annotate sentences for them to be
simply revised by annotators.

Corpus Statistics

Word Counts The ASC is slightly smaller in size when one compares the type
counts with that of the Beirut portion of the MADAR CODA Corpus (MCCB)
as seen in Table 2.1. The most striking result is that the decrease in unique
types from source to target in the ASC (—0.3%) is much smaller than that of the
MCCB (—6%), as seen in Table 3.4b. This might be due to multiple reasons, one
of them being that the annotations of our corpus are much more noisy than that
of the MCCB. Another would be that there are more morphological phenomena
taking place in the ASC. The latter are very often concatenative in nature, hence,
contributing to this low decrease in types. This is corroborated by the segment
types gathered for the two corpora by morphologically segmenting them using
the SEGMENT model** described in Section 5.2.1. The result is two-fold. First,

33This includes the very steep learning curve of figuring out annotation details, making sense
of Lebanese Arabic grammar and structure, and software issues.

34Being 94% accurate on Lebanese Arabic data, it can give us a fairly good idea of what is
happening morphologically on both sides.
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Figure 3.2: Histogram showing the number of occurrences per taxonomy category,
only for categories which contain at least 10 occurrences.

there are 10% more segment types in the ASC than in the MCCB, which might

be an indication that when concatenation is taken out of the picture, the ASC is

richer in types. Second, the reduction in segment types for the MCCB (—5%), is

not as great as it was for the token types (—6%). But more importantly, while
the reduction in token types was near zero for the ASC, it is now much closer
(—3%) to that of the MCCB for segment types. While this should be investigated
further, this might suggest that morphological phenomena in the ASC are more
abundant. On another hand, the standardization annotation process followed for
the ASC might have been the problem. This should be inspected by running
more detailed tests, but is left for future research. Despite all of that, the ASC
still contains about 10% more token/segment types than the MCCB. Finally, and
most interestingly, the ASC also brought about a 7% increase in the number of
source-target pairs in which source and target are not equal, as seen in Figure 3.4c.
This means that it probably contains more types of non-standard orthographies.
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Lemmatization and Dialectalness Lemmatization was done for individual
segments, and was done based on the raw section of the data instead of the
CODA* standardized section. Hence, the task of lemmatization latently had an
orthography standardization component embedded in it. For this reason, the
quality of the data could not be confirmed, and the lemmatization process should
be revised in future iterations. Also, lemmatizing particles and pronouns was
perplexing as some of them were very similar versions of each other with the
same meaning, yet, are pronounced differently sometimes. Whether or not, and
how these should be mapped to the same version was not clearly addressed and
hence, this data was left out from the experiments in Section 5. Dialectalness was
a very hard measure to asses because it is very subjective from person to person,
in addition to being prone to heavy class imbalance. For this reason, it was also
left out of the experiments.

Taxonomy Figure 3.2 shows the distribution of the different taxonomy tags®.
The Homophone ta-marbuta category probably warrants being subdivided into
more categories as it contains a disproportionate amount of occurrences which,
after closer inspection, seem to be different in nature. All in all, there are 46
different leaves of the taxonomy tree, and hence, the same number of taxonomy
tags. Those that contain less than 10 occurrences out of the 2,500 non-equal
STPs were not included in Figure 3.2. A more detailed analysis of what is inside
each category by way of sequence matching could very well elucidate the way
for a morphologically-driven data augmentation process which is left for future
research.

3.5 Conclusion

All in all, the aim of creating this corpus was to have a clear reference morpho-
syntax of Lebanese Arabic. Since rules were never enforced for it, the amount
of variation in people’s writing and even speech is astounding. We postulate
that this is one of the main contributors to the low performance of DA systems,
which regardless of the low-resource setting, have to deal with these dialectal
inconsistencies. The Annotated Shami Corpus (ASC) — a Lebanese Arabic corpus
— presents unique features which are not available in other similar corpora. It is an
all-inclusive corpus which allows training of a standardizer, segmenter and POS
tagger at the source side. Creating this corpus was faced with many obstacles as
the grammar of the dialect was learned along the way and as our knowledge of
Arabic grammar grew with it. Both this corpus, the annotation platform used to
create it, i.e., ANNOTATIO, and the guidelines described serve as a blueprint for
future efforts in this task, and the plan would be to build a much larger, and even
more comprehensive corpus of Lebanese Arabic using the amassed knowledge and
methods learning here. They will be publicly released and will be accessible via
the links stated in the beginning of the chapter, hoping that they will serve as a
motivation for further DA resource creation.

35See Section 4 for a detailed explanation of the different categories.
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Chapter 4

Spontaneous Orthography
Taxonomy

Himoro et al. (2020) put forward a taxonomy of spelling errors found in a vari-
ety of Philippine Creole Spanish called Zamboanga Chabacano. While an official
orthography was established for it by the public authorities in 2012, it has not
picked up traction and a barrier still stands between native speakers and a stan-
dard way of writing. As this resembles our case with SO, we base the backbone
of our taxonomy on theirs. One of the main differences is that a standard or-
thography for DA was never officially established, hence, while many of the error
categories in the Zamboanga Chabacano paper lie in the Regular Errors cate-
gory', ours come across rather as Arbitrary Errors in the authors’ definition of
the term. However, a slightly different nomenclature is used here to reflect the
fact that these are not errors, since there is no clear reference to fall back to, and
use Inconsistencies instead of Errors. The top-most categories of inconsistencies
were explained in Section 1.3. Here, we turn to the lower-hanging branches of
the taxonomy.

4.1 Classes of Spontaneous Orthography

In this section, the overarching categories of SO are listed and defined. To the
right of every category name lie its parent categories in decreasing depth. This
section constitutes a high-level overview of the categories. One may find it more
suitable to start reading Section 4.2 — which contains the leaves of the taxonomy
— and then refer back to this section as reference for the overarching categories.
It is left to the reader to proceed as they wish.

4.1.1 Non-random Errors

Also known as Spontaneous Orthography, this category is divided into two main
categories which classify inconsistencies based on whether or not standardization
can be performed using a deterministic rule-based process.

! Definitions may be found in Section 1.3.
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4.1.2 Regular Inconsistencies, Non-random Errors

Groups inconsistencies that could be standardized by using simple rules or rules
which already exist from MSA and which could be directly applied here. This
category does not carry a lot of weight in terms of how many other categories it
groups.

4.1.3 Arbitrary Inconsistencies, Non-random Errors

Groups non-trivial inconsistencies which require more than simple rules to stan-
dardize. This branch splits into spelling inconsistencies that are non-standard yet
realizable (reasonably inferable) phonetically, i.e., Phonogramical Inconsistencies
and those that are not, i.e., Phonetic Inconsistencies. Most inconsistencies lie in
this branch.

4.1.4 Phonetic Inconsistencies, Arbitrary Inconsistencies, Non-random
Errors

Groups spellings, the intention of which is not realizable phonetically under any

reasonable consideration. This branch does not carry a lot of weight since pho-

netically unrealizable spellings usually lie in the Random Errors branch?, i.e.,
typographic mistakes.

4.1.5 Phonogramical Inconsistencies, Arbitrary Inconsistencies, Non-

random Errors

Groups spellings, the intention of which is realizable phonetically but is not stan-
dard according to the CODA* guidelines. This category contains the bulk of
the other categories. It is divided into those cases which exhibit cross-linguistic
phonogramical interference with their MSA cognates and those that have no MSA
cognate.

4.1.6 No Cognate Phonogramical Inconsistencies, Arbitrary Inconsistencies,
Non-random Errors

Groups those cases which are hard to spell for a writer since they do not even
have an MSA cognate to refer back to.

4.1.7 Cross-linguistic Cognate Interference, Phonogramical In-

consistencies, Arbitrary Inconsistencies, Non-random Errors

Groups those cases which are hard to spell for a writer since their phonetic realiza-
tion in DA conflicts with their MSA cognate orthography. It branches out based
on whether that interference is more phonologically or morphologically based.
The phonological-morphological distinction here is not clear-cut and should be

2See Section 1.3
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taken as lying on a spectrum?®. All IPA transcriptions in parentheses pertain to
the pronunciation of the MSA cognate and are not a transcriptions of the stan-
dardizations. They are meant to make the reader appreciate how the phonological
difference between the MSA and DA word (IPA transcription on the left side)
makes the spelling choice difficult.

4.1.8 Phonetic Divergence, Cross-linguistic Cognate Interference, Phono-

gramical Inconsistencies, Arbitrary Inconsistencies, Non-random Errors

Groups inconsistencies in which the deviation between the pronunciation and
MSA spelling makes the spelling-pronunciation relationship unstable.

4.1.9 Morphological Divergence, Cross-linguistic Cognate Interfer-
ence, Phonogramical Inconsistencies, Arbitrary Inconsistencies, Non-random
Errors

Groups Inconsistencies which are due to the interplay between phonology and
morphology between DA and MSA.

4.1.10 Non-homophone Graphemes, Phonctic Divergence, Cross-
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary
Inconsistencies, Non-random Errors

Groups cases where the grapheme used on the source side is not a homophone of
the target-side grapheme.

4.1.11 Homophone Graphemes, Phonetic Diver ence, Cross-linguistic
’ g g
Cognate Interference, Phonogramical Inconsistencies, Arbitrary Inconsis-
tencies, Non-random Errors

Groups cases where the grapheme used on the source side is a homophone of the
target-side grapheme.

4.1.12 Heavy Divergence, Phonetic Divergence, Cross-linguistic Cog-
’ g g g
nate Interference, Phonogramical Inconsistencies, Arbitrary Inconsisten-

cies, Non-random Errors

Groups cases in which the dialectal word has heavily diverged phonologically from
its respective cognate.

3Many words in this category are standardized in way that often does not reflect their pro-
nunciation, although doing so benefits consistency (lower token-to-type ratio) in standardization
when considering multiple sub-dialects of Lebanese Arabic, or even DA in general.
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4.1.13 AfﬁX/ClitiC Normalization, Morphological Divergence, Cross-
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary
Inconsistencies, Non-random Errors

Groups awkward spelling due to affixes, the pronunciation of which changes in
DA.

4.1.14 Segmentation Inconsistencies, Morphological Divergence, Cross-
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary

Inconsistencies, Non-random Errors

Groups inconsistencies presented in Section 3.4.2, i.e., in which a space character
was used inconsistently. The space character is considered as a regular character
and any segmentation that happens at a boundary which is not a stem-affix or
clitic-affix-base word boundary is considered a Random FError as described in
Table 3.1.

4.1.15 Inflectional Inconsistencies, Morphological Divergence, Cross-
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary

Inconsistencies, Non-random Errors

Groups inconsistencies in which the inflection of a word into some specific gram-
matical category brings about awkward spellings due to the resulting mismatch
between inflectional phonology and the spelling of the uninflected form.

4.2 Cases of Spontaneous Orthography

In this section, the lowest hanging branches of the taxonomy are described, and
clear examples are provided for reference. The IPA transcriptions on the source
side describes the intended pronunciation of the utterance. The words to the left
and right of the arrows are the source and target respectively. Finally, note that
any source-target pair can exhibit one or more of these cases.

4.2.1 Regular Inconsistencies, Non-random Errors

Groups inconsistencies that could be standardized by using simple rules.

Word-initial alef normalization There are multiple forms of the | A letter?
(alef) that contain the + * (hamza) glottal stop. These should all be normalized
to the alef without a s ’ (hamza). The reason for this is that this letter is one of
the very few other letters which have multiple “versions”. Many writers omit the
s+’ (hamza) since it can be inferred from context. Example:

. ‘_}J Ahly ‘my parents’ — Jal Ahly

4Forms of word-inital alef: T‘;T AAA. This letter is a placeholder for the « * (hamza).
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Hamza normalization In the middle or end of the word, the s * (hamza) letter
has multiple forms® and which one to choose is governed by strict phonological
rules. Example:

o e mylwf familiar’ /ma?lu:f/ —h)jL mAlwf (/ma?lu:f/)

4.2.2 Non-homophone Function Words, Non-homophone Graphemes,
Phonetic Divergence, Cross-linguistic Cognate Interference, Phonogramical
Inconsistencies, Arbitrary Inconsistencies, Non-random Errors

This groups all the different cases of closed-class function word orthographies

whose spelling does not reflect the way the word is pronounced in Lebanese Ara-
bicC.

Regular Standardization

Groups cases in which there is no notable phonetic shift between the intended
pronunciation and the spelling. It is usually limited to vowel or semi-consonant
sounds’. Example:

o M Alyk /?1lak/ “for you' —el) Alk (/?ilajka/)

Intra-dialectal Divergence

Groups cases in which the function word can be pronounced differently across
the different Lebanese varieties, in which case, all variants are standardized to
the same form. In this category, standardization only restricts itself to adding
or removing semi-consonants and the ¢ ’ (hamza). If a change involves a valid
dialectal hard consonant addition, then the latter is maintained. Examples:

oL AyAh /jjer/ ‘(give) it (to)” —oebl Alk (/?ijjath/)
laa hdA /heda/ ‘this’ —las hydA (/haida/)

Yy wAlIA Jwalla/ ‘or else” -y wlA (/wa?ila/)
o hk /hek/ ‘like this’ —eka hyk (/hatkada/)

4.2.3 Regular Non—homophone Graphemes, Non-homophone Graphemes,
Phonetic Divergence, Cross-linguistic Cognate Interference, Phonogramical
Inconsistencies, Arbitrary Inconsistencies, Non-random Errors

Groups cases where the difference between the MSA and DA version usually
involves either an addition, a dropping, or a substitution of a sound.

5, * (hamza) forms in the middle or end of the word: &g §1¢ g A 7

5The standard orthography of many of these words had to be pre-decided with the annotators
as there are often intra-dialectal differences (between the different Lebanese dialects).

"Also called defective letters, the semi-consonant are (¢ « 5| 4y w A). They are called this
way because they can phonetically act as either a vowel or consonant sound.
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Phoneme Substitution

Groups inconsistencies in which DA words have an MSA cognate, one of the
phonemes of which is substituted. They are standardized so that the grapheme
reflects the pronunciation of the dialect. Examples:

e & yd /?i:d/ ‘hand’ —a) Ayd (/jad)

Cognate Phoneme Drop

Groups inconsistencies in which DA words having an MSA cognate dropped one
of the phonemes which constitute the latter. They are standardized to reflect the
pronunciation of the dialect. The most frequent case of dropping is for the ¢ ’
(hamza). Examples:

o ¢lus msA’ /masa:/ ‘evening’ —lus msA (/masa:?/)
o Lol AwfyA’ /Rawfija/ ‘loyal (plural)’ —Ls,) AwfyA (/?awfija:?/)
o 3N, AwlAd /wlerd/ ‘kids’ —sYy wlAd (/?awla:d/)

Root Radical Substitution

This category groups the dialectal words which are very similar to their MSA
cognates, but which have one of their root radicals® substituted in a one-to-
one fashion according to a specific set of common sound changes’. They are
standardized to their MSA cognate form, except for dialectal words substituting
the mid-word s+ ’ (hamza) glottal stop for another sound. Examples:

o &l milk /motlak/ ‘like you’ —elae mllk (/miblika/)

o b nAgh /neijib/ ‘member of parliament” —_.t nAyb (/na:?ib/)
o Ly 2bT /zabat/ ‘it worked” —Lb ZabT (/0%bata/)

. S}aj Ahuh [?ahwe/ ‘coffee’ —as$ Qhwh (/qahwa/)

o 5,5 swrh /sawra/ ‘revolution’ —s,¢ Qwrh (/bawra/)

e > dhb /dihab/ ‘gold’ —_a5 Jhb (/3ahab))

4.2.4 Irregular Non-homophone Graphemes, Non-homophone
Graphemes, Phonetic Divergence, Cross-linguistic Cognate Interference, Phono-
gramical Inconsistencies, Arbitrary Inconsistencies, Non-random Errors

Groups cases in which the difference between the MSA and DA versions can

be influenced by factors which are slightly more complex than for regular non-
homophone grapheme cases.

8 Almost every Arabic word — except proper nouns and foreign words — has a root that
consists of three or four letters. These are called radicals.

9Section 4.4.5 in https://camel-guidelines.readthedocs.io/en/latest/
orthography/.
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Numbers
Groups cases in which the pronunciation of numbers in DA diverges from the
MSA spelling. Example:

o 34y wAHdIh /wihde/ ‘one (feminine)” —édey wHdh (/warhidatun/)

Intra-dialectal Divergence

Groups cases in which the non function words can be pronounced differently
across the different Lebanese varieties in which case all variants are standardized
to the closest MSA form. All of these variants have exactly the same meaning.
Examples:

o ke ¢Ty /Yote/ ‘he gave’ — Jae ¢Ty (/Yataz/)

. 4:.; ny~mth /nayyameto/ ‘she put him to slepp’ —>4:.»; nw~mth

Letter Switch

Groups cases in which some very particular commonly used day-to-day words are
pronounced by switching the position of two sounds. They are standardized to
the closest MSA form. Examples:

o 4ne mclQh /mafla?a/ ‘spoon’ —iaks mlsQh /miltaqa/

o &) jwzth [3awzto/ ‘his wife’ — =y zwijth /zawzatuhu/

4.2.5 Homophone Function WOI‘dS, Homophone Graphemes, Pho-
netic Divergence, Cross-linguistic Cognate Interference, Phonogramical In-

consistencies, Arbitrary Inconsistencies, Non-random Errors

This groups all the different cases of closed-class function word orthographies
whose spelling does reflect the word’s pronunciation in Lebanese Arabic but is
not standard. It is one of the most productive categories.

Regular Standardization

Groups all cases in which the intended pronunciation can be easily realized by
the spelling, but the latter is not standard according to CODA*. Examples:

+ % nHn /nohna/ ‘we’ —lZ nHnA (/nahnu/)
o g hwy /huwwe/ ‘he’ — 4 hw (/huwa/)
o Jesl /Yala/ ‘on’ — L <ly (/Yala/)
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« {J, 4, I} {AL Iy, I} /1i/ ‘that'"” — W Iy (/?alladi/)
o o) Aymt /?ajmta/ ‘when’ — ac! Aymity (/?ajji mata:/)
o 4 bQh /hba?a/ ‘(stop it) already!” — bQA

4.2.6 Homophone Vowel Phoneme Normalization, Homo-
phone Graphemes, Phonetic Divergence, Cross-linguistic Cognate Interfer-
ence, Phonogramical Inconsistencies, Arbitrary Inconsistencies, Non-random

Errors

This groups all cases of words, the vowels’ spelling of which can result in a ho-
mophonic realization, but the choice of which is not standard. This phenomenon
is due to the presence of defective letters in the cognate. We standardize to the
form which resembles the cognate form the most.

Word-final
Groups cases in which the standardization should happen at the end of the word.
Examples:

o Lwye muwsyQA /musii?a/ ‘music’ — gy mwsyQy (/musiqa/)

o o zrh /xara/ ‘shit’ —| = 2rA (/xara:?/)

Mid-word

Groups cases in which the standardization should happen in the middle of the
word. Example:

o s msyQy /musir?a/ ‘music’ — fwse mwsyQy

4.2.7 Lexico-morphemic Spelling, Homophone Graphemes, Phonetic
Divergence, Cross-linguistic Cognate Interference, Phonogramical Inconsis-
tencies, Arbitrary Inconsistencies, Non-random Errors

This category also groups spellings which can faithfully symbolize the respective

pronunciation, but are not standard. Here, they are due to spellings in MSA

which are lexical or morphemic, i.e., the spelling-pronunciation relationship is
not one-to-one as it usually is.

Tanwin

In MSA, depending on whether a nominal is definite or indefinite and on the case
grammatical feature, a noun can be realized using tanwin, i.e., adding the /n/

10Subordinating conjunction
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sound at the end of the word, and this is realized through the use of a diacritic.
This selectively transfers to some DA words. However, since diacritics are usually
omitted, we get awkward spellings. Example:

7\

e Ods Hdn /hadan/ ‘someone’ —li> HdA (lus| AHdA /?ahadan/)

t-marbuta

This groups all the different cases where spelling requires a t-marbuta'* 1 /0/
(silent ¢). Examples:

Y

4k > dynyh /dimijje/ ‘religious'’ —ai s dynyh (/dimijjaton/)

13>

)2 mirzy /mohorze/ ‘worthwhile'”” -3} 2 mHrzh (/muhrizaton/)

S s rAkby /retkbe/ ‘is riding!?” —457\, rAkbh (/rakibaton/)

| 2 DhrA /d%ahra/ ‘outing'® —s o Dhrh (/d*ahraton/)

4.2.8 Heavy Divergence, Homophone Graphemes, Phonetic Divergence,
Cross-linguistic Cognate Interference, Phonogramical Inconsistencies, Arbi-
trary Inconsistencies, Non-random Errors

This section groups cases in which the dialectal word has heavily diverged phono-
logically from its respective cognate.

Cognate Backoff

This groups the inconsistencies in which the writer most probably backed off to
writing a word in its cognate form even though writing it this way would make
it heavily diverge from its actual dialectal pronunciation. Examples:

. ST‘/\ AmrAh /mara/ ‘woman’ —| » mrA (/?mra?a/)

4.2.9 Clitic Normalization, Affix/clitic Normalization, Morphological Di-
vergence, Cross-linguistic Cognate Interference, Phonogramical Inconsisten-

cies, Arbitrary Inconsistencies, Non-random Errors

Groups all cases which exhibit awkward spelling due to dialectal cliticization.
Either the clitics are written phonetically but in a non-standard way which does
not reflect correct morphology, or they are written in a way that corresponds to
the correct way in MSA, but does not reflect true phonology in Lebanese Arabic.
For the purposes of standardization, a balance is struck between both.

HThis letter is used abundantly in MSA and is usually a feminine marker.
12Feminine predicate adjective

BFeminine adjective

4 Feminine predicate noun

15Feminine noun
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Enclitic Normalization

Groups all cases in which enclitics are written in a non-standard way based on
what the POS of the word they are attached to is.

Verbs Groups cases in which an enclitic is attached to a verb to mark a direct
object. Examples:

sy TwHw /rutho/ ‘go (command plural)’” —l e, rwHwA (/ruthu/)

o= btcrfn /btafrifon/ ‘you know them’ — g =z btcrfhn (/taSrifuznahom/)

F)L zll~Akm /xalletkon/ ‘he let you’ —>u§>w&> zl~Akn (/xallazkum/)

L 2. byDrbA /bjodroba/ ‘he hits her’” —\. a, byDrbhA (/jadrubuha:/)

| mend nsmcwA /nismafo/ ‘(we) hear him’ —aseud nsmech (/nasmasuhu/)

Nouns Groups cases in which an enclitic is attached to a noun to mark posses-
sion. Examples:

o glwe menAtw /mafinerto/ ‘meaning’ — «las msnAth (/mainathu/)

Function Words Groups cases in which an enclitic is attached to a function
word. Examples:

e s mnw /manno/ ‘he is not’ —aw mnh (no direct MSA cognate)

O fywn /fijon/ ‘they can’ — o fyhn (no direct MSA cognate)

4 fyh /fiz/ ‘there is” —3 fy (no direct MSA cognate)

& fy /fir/ ‘he can’ —4$ fyh (no direct MSA cognate)

$) Anw /anno/ ‘that'®” —ol An /(ann)/

Proclitic Normalization

Groups all cases in which proclitics are written in a non-standard way. There is
no need to make a POS distinction here because proclitics are not an especially
productive class of particles in DA in terms of grammatical features.

16Subordinating conjunction
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Regular Groups all cases of regular proclitic standardization in which there is
nothing special to note. Examples:

o 37l HA Atrk /haretrok/ ‘I will leave’ —2 7\ HAtrk (/sa?atruku/)
o Lo,k by ArdhA /bitard’a/ ‘on the spot” —\ws L bArDhA (/birard’iha/)

o kb tAymsy /tajemche/ ‘so that he can walk’ — &g tymsy (/lijam[ija/)

4.2.10 Affix Normalization, Affix/clitic Normalization, Morphological
Divergence, Cross-linguistic Cognate Interference, Phonogramical Inconsis-

tencies, Arbitrary Inconsistencies, Non-random Errors

Groups all cases which exhibit awkward spelling due to dialectal affixation.

Prefix Normalization

This category addresses prefixes. At the top level, it is divided based on the aspect
of the verb, i.e., perfective, imperfective, and command. Due to to the different
phonotactics of Lebanese Arabic, and the lack of any conjugation reference, some
awkward spellings may arise. See Appendix D for a reference on how to deal with
such cases.

Active Perfective If a verb form'" contains a connecting » * (hamza) Jws 55,
then it retains it in its standardized form. If it does not — and this applies to all
verb forms including the quadri-literal verb forms and their augmented versions
— then it does not take this «+ * (hamza) since it is not pronounced in Lebanese
Arabic. Examples:

« Ja& nfcl /nfatal/ ‘he got emotional” — Jasl Anfcl (/?infafala/)

. );z:\ AtDr~r /td%arrar/ ‘it was damaged’ — ):,..'a.':' tDr~r (/tad®arrara/)

Passive Perfective These verbs are written as specified by the verb form (tem-
plate) used. See Appendix D.1.1 for a more detailed explanation. Examples:

o S nksr /nkasar/ ‘it broke’ — S\ Anksr (/?inkasara/)

. JL*\ AtyA~s /tja??as/ ‘he was made depressed’ —>U~;L; tyA~s (/taja?-
Pasa/)

17 Almost every Arabic word — except proper nouns and foreign words — has a root that
consists of three or four letters. Although there is a slight difference between the definition of
root and verb form, they shall be used here interchangeably and unambiguously.
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Imperfective | With b- Prefix Deals with cases where adding the b- prefix
makes the spelling choice awkward. Examples:

. pi;‘ bQwm /bi?uim/ ‘he gets up’ —><-}3.: byQuwm (/jaquim/)

¢ il bnAD~f fbnaddief/ T clean’ - xis bnD~f (/Tunaddifu)

Imperfective | Assimilated Prefix If the prefix to be used with the verb is
the same as the first radical of the verb, then it sometimes gets assimilated into
it'®. This sometimes leads to the omission of the prefix. It should be restored.
Examples:

e nD~f /nnaddef/ ‘we clean’ —_aias nnD~f (/nunaddifu/)

o &Ndz yzDIk /jexedlak/ ‘he brings you’ —eldsl yAzDIE (/ja?xudu laka/)
. u"i. yAs /jir?as/ ‘he gets depressed’ —>u“L. yyAs (/jajrasa/)

. J: tb~1 /ttabbel/ ‘she seasons (sauce)’ —>J;IJ ttb~[ (/tutabbila/)

o Jal AzD Jexxod/ I take’ —Jsl AzD (/axuda/)

Command Deals with the processing of silent prefixes in the command aspect.
Examples

o ol &l AsrAb /[rab/ ‘drink (command)’ —ol & srAb (/?1frab/)
o Gl nTIQ /nt¥ali?/ ‘go (command)’ — s\l AnTIQ (/?mt atq/)

Suffix Normalization

This category addresses suffixes. They can either be attached to verbs, nouns, or
function words to realize some grammatical feature.

Verbs Groups cases in which a suffix is attached to a verb to mark number,
person, or gender. This includes the null prefix (jzul! _sedll). Examples:

. oL'J;'c yy~rnAh /yajjarna/ ‘we changed’ —>L'J;'c yy~rnA (/yajjarna/)

. j;\c yy~rtw /yajjarto/ ‘you changed (plural)’ —>\)L;f= yy~rtwA (/yajjar-
tum/)

o abe ¢Th /Yot'e/ ‘he gave’ — e ¢ T4 (/Tat’a/)

18Guch cases arise because Lebanese Arabic allows for two consecutive hard consonants not
to be separated by a vowel, while MSA does not.
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Plural Nouns Groups cases in which a suffix is attached to a noun to mark
the plural. Many times, the & n letter from the MSA plural suffix is dropped in
Lebanese Arabic. This makes spelling awkward. Example:

o 4plz mHAmyh /muhammijje/ ‘lawyers’ — sl mHAmyy (/muhamim/)

Function Words Groups cases in which a suffix is attached to a function word.
Example:

o |gl AntwA /mto/ ‘you (plural)’ — &l Antw (/antum/)

4.2.11 Miscellaneous, Affix/clitic Normalization, Morphological Divergence,
Cross-linguistic Cognate Interference, Phonogramical Inconsistencies, Arbi-

trary Inconsistencies, Non-random Errors

Groups all cases which pertain to affix/clitic normalization but that do not fit in
the other categories.

Al-taarif Normalization Due to the mixed pronunciation of the determiner
article J! Al ‘the’ depending on context, it is sometimes ommited or misspelled.
Examples:

o Wl Alslbh /halfilbe/ ‘this box’ —aldl hAkIbh (/ha:dihi 1Sulbatu/)
o Jelw tcAml /ttaTammol/ ‘the treatment’” — Julad! Alic Aml (/?attaSammul/)
o 5t hsjrh /haffagra/ ‘this tree’ —& mills hAlSjrh (/ha:dihi [fazaratu/)

Gemination

Groups all cases which have awkward spelling due to the interference of gemina-
tion in the phonology. Gemination usually stems either from clitic attachment
or from templatic processes, i.e., the template of the word contains a shadda
(doubling diacritic).

Templatic Groups cases in which gemination stems from the template of the
word in question. In our case, we only focus on verbs. Example:

o N skr /sakkar/ ‘he closed’ —>J§.~ sk~r (/sakkara/)

Clitic Boundary Groups cases in which the spelling is made awkward due to
a consonant doubling at a clitic-word boundary. Examples:

. d&?ﬁ« sk~rtllh [sakkartillo/ ‘I declined’ —>A:ﬁ.~ sk~rtlh (/sakkartu lahu/)
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o &8 QIk /?allak/ ‘he told you’ —eMs Qllk (/qa:la laka)
o Le ¢nA /Ymna/ ‘we have’ —lie ¢nnA (/Tmdana:/)

4.2.12 Inflectional IIlCOIlSiSteIlCieS, Morphological Divergence, Cross-
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary

Inconsistencies, Non-random Errors

Groups inconsistencies where the inflection of a word into some specific gram-
matical category brings about awkward spellings due to the resulting mismatch
between the inflected form’s phonology and the spelling of the uninflected form.

Vowel Elongation Groups cases in the command aspect of verbs that exhibit
vowel elongation compared to their MSA form. This usually happens with verbs
which contain semi-consonants. Examples:

o Js 2D /xoid/ ‘take’ =34 zwD (/xud/)
« & nm /nem/ ‘sleep’ —pl nAm (/nam/)

o Le T /9t71/ ‘give’ — e ¢ Ty (/2uit'i/)

Vowel Shortnening Groups cases in the command and imperfective aspect
of verbs that exhibit vowel shortening. This usually happens with verbs which
contain semi-consonants. This change is usually brought about by the attachment
of one or more enclitics. Examples:

o N3 zwDlk /xidlak/ ‘take yourself” —elds zDIk (/xud laka/)
e A quilh /2illo/ “tell him’ —8 gllh (/qul lahu/)

4.2.13 Phonetic Inconsistencies, Arbitrary Inconsistencies, Non-random

Errors

Groups spellings, the intention of which is not realizable phonetically under any
reasonable consideration. The only leaf of this branch is:

ot /t/ instead of 5 1 /0,t/ At the end of a word, 5 h is always used regardless
of whether it is pronounced or not. Examples:

o i)l Cule ¢Amt (Alssh) /Yammmit (ffath)/ ‘the common people’ —isle
il cAmh (Alssh)

o "yt mdrst /madarase/ ‘school” —aw,ds mdrsh
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Phoneme-grapheme mismatch Groups cases where there is dissonance be-
tween between the phoneme, grapheme, intended meaning, and pronunciation of
a word. Examples:

e S&I U bhL AlHky /bhal Thaki/ ‘with this talk’ — $&l. bhAIHky /bhal haki/

o ol mbArAh /mubaira:/ ‘match (game)” —sl,ls mbArAh /mubara:t/

4.2.14 No Cognate, Phonogramical Inconsistencies, Arbitrary Inconsisten-

cies, Non-random Errors

Groups those cases which are hard to spell for a writer since they do not even
have an MSA cognate to refer back to.

Proper nouns Foreign proper nouns or those that are not typically Arab.
Example:

o Usb Twny /tYomi/ ‘Tony’ —Jg twny

Etymological words Words that are etymologically linked to other languages,
e.g., French, Italian, Hebrew, Greek, Syriac, etc. and that inflect regularly like
other dialectal words. Example:

o ke sfrn /s'afran/ ‘he went pale’ —0,4e Sfrn

Foreign words Words that are explicitly foreign. Example:

o w3 ,§ kAryzmh /karizma/ ‘charisma’ —l,§ kAryzmA

4.2.15 Segmentation Inconsistencies, Morphological Divergence, Cross-
9 P S g )
linguistic Cognate Interference, Phonogramical Inconsistencies, Arbitrary
Inconsistencies, Non-random Errors
These are the inconsistencies first introduced in Section 3.4.2, and make up the

cases in which a space character was used inconsistently. Refer to §3.4.5 for
definitions of affix, clitic, and stem.

Split Tokens

Groups cases in which a space character was used when it should not have been.
For the purposes of this section, we shall consider the definite article J! Al to be
a prefix (as it rightly is) despite having resolved in previous sections to treat it
as a clitic.
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Clitic-prefix boundary Groups cases where the split happened at a clitic-
prefix boundary. Examples:

o &k s wimsy /wtimfe/ ‘and she walked” — sy wtmsy (/watam[i/)

o IV J LAllwA’ /lalliwe:?/ ‘to the Major General’ —¢l 0N [AllwA™ (/lil-
liwa:?/)

Prefix-stem boundary Groups cases where the split happened at the prefix-
stem boundary. Example:

e 4nde Jo hlmoych /halmuzi:ya/ ‘this anchor (female)’ —axdlls hAImMmAysh
(/ha:dihi lmudi:Yatu/)

Clitic-stem boundary Groups cases where the split happened at the clitic-
stem boundary (no affix in between). Example:

. a:s”‘\) ¢ s rAsy [Yaraise/ “You got it!” —>L:9»\</o srAsy (/Yala ra?si:/)

e L fmA /fama:/ ‘so don’t’ =\ fmA (/famaz/)

Stem-suffix boundary Groups cases where the split happened at the stem-
suffix boundary. Example:

o 4y yTyr ly /jtajjerle/ ‘he ruined (it) for me’ —J pay yTyrly (/jutajjiru
liz/)
Merged Tokens

Groups cases in which a space character was omitted when it should have been
used.

Regular No distinction is made between the merging cases as they usually
happen at the boundary with proclitics in a way which is not very productive.
Example:

e oxle mAbd~h /mabaddo/ ‘he doesn’t want’ —ve L mA bd~h (/ma bad-
duhu/)

4.3 Conclusion

In this section, a taxonomy of SO was put forward. It is meant as a starting
point in terms of defining the boundaries of the SO standardization task. It is by
no means definitive, and could very well be refined. However, due to the overall
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ambiguous nature of the task, the taxonomy was designed to be as flexible as
possible in order to accommodate for the vast range of phenomena that take place
in spontaneous writing. Furthermore, this taxonomy can be used to train a system
to predict its different categories with a spelling-inconsistent token at the input,
a process which might provide even more useful context for the standardization
task. Since the different source-target pairs were tagged using this taxonomy
as described in Section 3.4.4, a meaningful analysis of the distribution of the
categories is in order, and is left for future research.
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Chapter 5

Joint Learning Using Multiple
Features

5.1 Multi-task Learning

In this section, various models are trained using the Annotated Shami Corpus’
(ASC) in the goal of training a joint model for SO standardization using multi-
task learning. This is done in a similar fashion to the models trained in Zalmout
and Habash (2020) and Kondratyuk et al. (2018), and is especially similar to
Zalmout and Habash (2020), where it has been proven that multi-task learning
usually proffers improvement to some or all of the tasks involved. Here, we train
for the following tasks:

« SO Standardization
« Morphological Tagging (POS and features)

e SO Tagging

The new task we introduce here is SO Tagging, which involves predicting what
kind of taxonomy category” any source token falls under. Although the ASC
is also tagged for lemmatization, this feature is left out for our purposes as the
quality of those annotations could not be verified. All the models presented here
will be accessible from https://github.com/christios/orthonormalDA.

5.2 Models

The general pipeline for Dialectal Arabic SO standardization requires first seg-
menting a sentence morphologically, tagging the individual segments for POS and
grammatical features, and finally feeding in that context along with the BERT
context to the standardizer model CL-CTX, found to be the best in Section 2. To

1See Section 3 for a thorough description of the ASC.
2See Section 4.
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Figure 5.1: Diagram of the SEGMENT-CTX model.

do this, we build a morphological segmenter, and a morphological tagger. The SO
Tagging task is independent and does not factor into the joint learning equation.

We follow the same minor pre-processing steps carried out in Section 2.2 but on
the ASC rather than on the Beirut portion of MADAR CODA corpus, in order
to be able to compare results. However, because the ASC already has its source-
target pairs (STP) embedded?®, there is no need to perform alignment, which was
previously used to account for split and merged tokens.

5.2.1 Morphological Segmentation

To perform morphological tagging on a morphologically rich and synthetic lan-
guage, it can be very useful to segment words into their individual morphemes
first. This is especially useful for Arabic and DA in particular, since many of the
morphological phenomena taking place are concatenative, and hence, segmenting
the data morphologically most of the time is akin to de-concatenating the tokens.
The morphological segmentation model we use, which we call SEGMENT-CTX is
very similar to the one used in Samih et al. (2017).

Data Processing

The data processing used for this task, i.e., how the segmentation boundaries
were chosen, is described in detail in Section 3.4.5. Pre-processing is similar to
that of cL-CTX.

3See Section 3.4.2 for a description of how STPs are formed.
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Model Recall Precision F1 score
SEGMENT 89.0 91.3 90.1
SEGMENT-CTX (BERT CLE initialization)  94.6 94.4 94.5

Table 5.1: Report of the F1 scores gathered from the SEGMENT and SEGMENT-
CTX models training.

Implementation

As seen in Figure 5.1, SEGMENT-CTX draws from the CL-CTX architecture?, as it
consists of the latter’s encoder and BERT context at the core. For the sake of
comparison, the same model is also tested but without BERT context. This model
is called SEGMENT. Both take in batches of tokens made up of space-delimited
sequences of characters, and their task is to decide whether each character in the
sequence is at a segmentation boundary or not. This can be viewed as binary
classification at each encoder output (token character). Hence, the outputs of the
encoder are directly fed into a Conditional Random Field (CRF) layer, which acts
as a unified softmax over all of the encoder outputs, instead of having a softmax
layer independently decoding at each output. Using the CRF layer is driven
by the assumption that a token may contain multiple segmentation boundaries,
the positions of which is dependent on that of the others. Training details are
recorded in Appendix C.

Results and Discussion

The training results for this model are shown in Table 5.1. The metric used is the
regular F'1 score. The scores gathered are satisfactory when compared to state-of-
the-art results seen in Samih et al. (2017). Directly comparing the current results
with theirs is not useful since they work with the Levantine regional variety as
a whole and not just Lebanese Arabic, and the size of their dataset is smaller
than ours. Interestingly enough, adding BERT context to the model drastically
increases its accuracy (+4.4%), reducing the system’s errors by almost 50%. This
seems to contradict the assumption of Samih et al. (2017) of context not being
useful in 99% of cases. It would be interesting to run SEGMENT-CTX on their
data and see whether this also holds, but is left for future research. In any case,
this is the first time BERT context is added to the segmentation task for DA, as
far as the literature review is concerned.

5.2.2 Morphological Tagging

With segmented data in one’s possession, a morphological POS and grammatical
feature tagging network can be built to tag those segments individually. Here,
a multi-task model learns to tag each segment for the following features® (9 in
total): POS, ASPECT, MOOD, GENDER, NUMBER, PERSON, STATE, VOICE, and
VERB FORM. Only one segment feature from the ASC is discarded and that is

4See Section 2.3.2 for a description of the CL-CTX model.
5These are all described in Sections 3.4.5 and 3.4.6.
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Figure 5.2: Diagram of the JOINT model. It is made up of the TAGGER model,
and the standardizer model (CL-CTX) on the bottom right.

dialectalness. Due to heavy class imbalance, this feature was not able to train
properly.

Data Processing

To process the data, the same approach as in Darwish et al. (2018) is followed.
As seen in the center-right of Figure 5.2, a context window of a certain size is
chosen, and each segment in the corpus gets represented by it and its context. If
the window is of size k, then the context vector consists of the representation of
the segment in question (index 0), and the representations of the preceding, and
subsequent k£ segments, so that the total representation of the segment is always
of size 2k + 1. For simplicity, context will refer to the segment and its context
from now on. The model takes in batches of these contexts as input.

Implementation

The model described here is called TAGGER. Once the context is fed in, each
segment is passed through a bi-LSTM character encoder (blue) as seen in Figure
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Feature POS ASPECT MOOD STATE GENDER PERSON NUMBER VOICE VERB FORM

Recall - 85.0 85.6 90.7 96.6 87.4 96.6 85.6 85.0
Precision - 75.6 63.9 78.1 80.9 75.4 87.3 81.1 61.7
F1 - 80.0 73.2 83.9 88.1 80.9 91.7 83.3 71.5

Accuracy 85.8 - - - - — = - -

Table 5.2: Report of the F1 scores and accuracy gathered from the TAGGER model
training for the different features.

5.2. This encoder is different from the one used for standardization as it takes
in morphological segments and not the source side of an STP. The final hidden
layer of this encoder is used as a high-dimensional representation for that segment
(orange). In addition, the BERT embedding (yellow) of the token which this seg-
ment belongs to is concatenated to the encoder character-level representation,
forming a hybrid representation for that segment. This is done for each segment
in the context. The latter is subsequently fed into the main bidirectional encoder
(red) which is the backbone of the tagging architecture. The encoder outputs
are then sent to 9 independent CRF layers, one for each feature, i.e., POS, AS-
PECT, etc. Finally, the loss is calculated for the whole context as the average
of the individual loss for each of the features, while the accuracy and F1 score
are calculated just for the segment with index 0 in the context. We also train
TAGGER-POS, which is the same as TAGGER, but only for POS without the other
features. See Appendix C for the full training details.

Results and Discussion

The POS accuracy obtained is consistent with, yet not as high as the state-of-
the-art for Levantine Arabic found in Darwish et al. (2018). Before analyzing the
reason why, we should note that comparing the accuracy for TAGGER (85.8%) with
that of TAGGER-POS (84.3%) shows that joint learning with the other features
fittingly boosts the POS tagging performance model seems to have learned fea-
tures which it wouldn’t have been able to without the other grammatical features
(see Table 5.2). The metric used for the grammatical features is the multi-class
F1 score as there are more than two labels for each feature. Some POS require
grammatical features that others don’t, so the network is also inherently tasked
with recalling which POS require which feature. This is captured by recall.

Now, if we turn to the sub-optimal performance of TAGGER compared to the
state-of-the-art (87.9%), the most obvious reason would be that the training did
not include k-fold cross validation or model ensembling, and since the difference
is not that great, this cannot be determined. Second, the tagging inconsistencies
in the ASC could be the culprit, as the latter could not be carefully pruned due
to time constraints. A third reason could be the loss that is being taken over all
segments in the context. Maybe it should only be taken for the main segment
in the context. This question is asked because from the results of SEGMENT-
cTX, the BERT model seems to have considerably boosted performance, and we
expected a similar rise here. This could not be tested also due to time constraints.
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SO Standardization Tagging
Model . . POS Grammatical Features
Precision  Recall = F1 Accuracy Precision Recall F1
CL-CTX 78.9 975  87.2 - - - -
JOINT 81.9 97.4  89.0 85.5 76.6 90.1  82.7

Table 5.3: Report of the F1 scores and accuracy gathered from the TAGGER model
training for the different features.

5.2.3 Joint Learning

Now, the multi-task learning setting from the last section is extended to the
SO standardization task. This was already carried out by Zalmout and Habash
(2020), and the performance for that task was proven to increase with the benefit
of joint learning.

Implementation

As seen in Figure 5.2, the JOINT model joins the TAGGER architecture with the
CL-CTX standardization model. The link that is made between both consists
of a fully connected layer which takes in the argmaz of the softmaz output for
the main segment in each context concatenated across the features, and feeds
them as context (purple) to the standardizer model by concatenating them to
the character-level embeddings (green) of the encoder. One thing to note, is that
similarly to Zalmout and Habash (2020) and Kondratyuk et al. (2018), the input
to this fully connected layer has its gradients deactivated, hence, preventing the
gradients of SO standardization from back-propagating through the TAGGER in
the computation graph. The reason for this is that multi-task learning of tasks
with different granularities, i.e., tagging which predicts tags, and SO standardiza-
tion which predicts characters, can cause instability in the network’s gradients.
However, the setting is still joint learning, since both models still share the same
loss. As with the TAGGER model, the loss is the average of the individual tasks’
losses.

Results and Discussion

Based on Zalmout and Habash (2020), the results here are quite expected. From
the results in Table 5.3, we can see that multi-task learning increases the stan-
dardization task’s performance by reducing the system’s standardization errors
by 14%. This is expected because the standardization is as much morphological
in nature as it is phonetic, so providing morphological context should naturally
increase performance. Note that the metrics used for SO standardization here
are the ones described in Section 2.3. It is also appropriate to point out that the
performance of CL-CTX on the ASC (89%) is not as good as it is on the Beirut
portion of the MADAR CODA corpus (91.7%). Two reasons can be thought of,
the first being that the ASC contains standardization inconsistencies as it was not
thoroughly pruned. The second reason postulates that the ASC is in fact harder
to train on because it incorporates more types of SO. This should be further
investigated by running this model on the MADAR CODA corpus.
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Figure 5.3: Diagram of the TAXONOMY model. It makes use of a already trained
JOINT model without including it into its loss.

5.2.4 SO Tagging

Finally, we turn our attention to the new task of SO Tagging. As the ASC was
tagged with the leaf categories of the taxonomy presented in Section 4, its aim
is to infer the category of SO under which a particular STP fits. This model is
called TAXONOMY.

Implementation

To realize the stated goal of this task, there are many ways to proceed. One should
keep in mind that each STP can be tagged with at least one category. Inspecting
the corpus shows that no token was tagged with more than four categories. Now,
intuitively speaking, the categories can be viewed as independent from each other,
in the sense that the presence of one is independent from that of another. While
this statement should be validated by running tests on the data, we take it to
be true for the purposes of SO Tagging. Hence, an independent binary classifier
(fully connected layer of hidden size 2) is used for each of the taxonomy categories
we train for, and those classifiers are ran for each STP, in an effort to predict
whether it fits under that particular category or not (see Figure 5.3). Note that
these classifiers are all models in their own right and do not share the same loss,
i.e., they are trained independently. Also, we do not train for the 46 categories
present in the taxonomy due to the very pronounced class imbalance which seemed
to hinder the training process (see section below). As an input to these model, we
feed in the encoder outputs from the standardizer part of the trained JOINT model.
This means that the weights of JOINT are loaded while we train TAXONOMY. The
layers of JOINT are frozen to exclude them from the loss and are just used for
context to the SO tagging task.

A considerable amount of modeling experimentation has been carried out for this
task. This includes joint training with the individual models or taking the output
from the standardizer decoder instead of the encoder as input to the TAXONOMY.
None of the aforementioned seemed to benefit any of the tasks.
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Category Precision Recall F1 score

T-marbuta 80.2 96.6 87.6
Templatic Gemination 38.1 33.3 35.6
Root-radical Divergence 80.0 42.1 55.2
Split | Clitic-stem 44.4 25.0 32.0
Phoneme-grapheme Mismatch 38.5 26.3 31.2
Enclitic Normalization | Function Words 50.0 81.8 62.1
Alef Normalization 7.8 100.0 87.5
Enclitic Normalization | Verbs 66.7 66.7 66.7
Enclitic Normalization | Nouns 42.9 75.0 54.5
Homophone Function Words 100.0 50.0 66.7
Suffix Normalization | Verbs 87.5 77.8 82.4
Prefix Normalization | Imperfective 75.0 75.0 75.0

Table 5.4: Report of the precision, recall, and F1 scores gathered for the TAXON-
oMY model of the 12 most frequent categories of the SO taxonomy sorted from
most (top) to least (bottom) frequent.

Results and Discussion

To evaluate this task we use precision, recall, and F1 score instead of accuracy due
to the heavy class imbalance of the data. As seen in Figure 3.2 from Chapter 3,
most tokens will have a negative label (binary classification) because the number
of Not Equal STPs does not exceed 26% of all the STPs in the corpus. Adding
to that the fine-grained distribution of the tags over the taxonomy, we get an
overwehlmingly high number of negative labels, i.e., the STP does not contain
the respective kind of SO inconsistency. Now, 33 of the 45 categories have less
than 10 occurrences in the 9,600-token corpus. Hence, those were omitted, and
no classifier was trained for them. The results for the classifiers that were trained
can be found in Table 5.4.

In this table, the categories are sorted by order of frequency in the corpus. Before
starting, note that due to class imbalance, the development set, for a big part
of these categories, would not have more than 0.5% of positive examples. It is
quickly apparent that the frequency of the tag in the corpus and the F1 score
do not seem to be correlated. For instance, although more abundant than the
subsequent categories, the Templatic Gemination category is a harder one to
train for since it involves predicting whether there should have been the doubling
diacritic (w ~) in a verb or not. This requires extensive knowledge of Arabic
verb templates in their contexts, and even though the tagger context contains
information about verb form, 71.5% F1 score for the VERB FORM feature (see
Table 5.2) might not have been good enough for this disambiguation. On another
hand, the reason why the FEnclitic Normalization for function words performs
better than categories which are higher up the frequency chain might be because
it is a much more regular phenomenon, and the examples in that category are
similar. While Clitic-stem Split should be an easy category, the reason why it
has a low score is most probably because split tokens are merged before being
fed to the model. Otherwise, the medium score of Enclictic Normalization for
function words and verbs might be due to the fact that they are separated into two
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different categories. Predicting at a more coarse-grained level of the taxonomy
might definitely lead to better results and more insight for all categories.

Even though no clear thread could be woven from these results, the precision
and recall (conservativeness) of the individual classifiers can be explained most
of the time. Class imbalance can be solved by augmenting the dataset and re-
training the system for each category. A context vector could be created from the
concatenated outputs of these independent classifiers, and be fed to the JOINT
model for additional context.

5.3 Conclusion

Through all of these experiments, first and foremost, we showed that we can
reach state-of-the-art results for Lebanese Arabic for the tasks of SO standard-
ization, morphological segmentation, and morphological tagging. Factoring in a
DA BERT module also increases the system’s performance non-trivially for all
the tasks. On another hand, we can conclude from the experimentation with the
SO tagging task that the class imbalance found in the distribution of inconsis-
tencies is an issue which should be solved. Now that the types of SO are clearly
defined, we can carefully augment a dataset in a way that eases the imbalance.
With this new way of looking at SO, many new possibilities arise, and are all left
for future research.
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Conclusion

Now is the time to wrap everything up and make sense of the gathered results.
One of the biggest achievements of this thesis in my opinion, is giving the task
of spontaneous orthography standardization a clearer shape. In the past, this
task tended to be overlooked because approaching the problem was not straight-
forward, most notably due to its daunting linguistic component. The Arabic
language is complex, and the relationship between the Arabic varieties and Mod-
ern Standard Arabic (MSA) is as complex. While this thesis did not tackle the
processing of these dialects jointly, it did so for Lebanese Arabic as a proof of
concept which can and should readily be extended to the other varieties, and at
some point, all of them combined.

As stated in the author’s note in the problem statement of the thesis, the goal
was not to reach peak performance for a standardizer system. Rather, a better
understanding of the task was sought, and was duly acquired. Even when the
same amount of data is used for MSA and Dialectal Arabic (DA), i.e., the low-
resource component is taken out of the picture, many DA varieties sill struggle
with reaching the performance of state-of-the-art MSA results. This begs the
question of whether we are approaching the standardization task in a correct
way, and the door for that was opened in the present study.

Nothing in this thesis is meant to be final, and it should be used as a blueprint
for future research, be it for the taxonomy that accounts for the different types
of spontaneous orthography, or the models which for example seemed to really
benefit from the addition of DA BERT context. The next step should be to carry
out the tasks which were left out such as data augmentation, which is expected
to really benefit standardization, and training jointly for multiple varieties, or
varieties from the same region. In particular, the taxonomy created should also
be tested in more varied models in conjunction with data augmentation, as the
initial results seem promising.

Furthermore, Lebanese Arabic was shown not be grammarless as many native lay-
speakers of the language might seem to think due to the ever-present diglossic
situation which haunts the Arab world. Most importantly, there is no chaos in
Lebanese Arabic grammar and most probably in any of the other varieties, as it
follows strict morpho-phonological rules, some of which were thoroughly described
throughout the thesis.

With this said, this study can safely be concluded and paves the way for more to
come.
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Appendix A

Transliteration Scheme

Arabic transliteration presented in the Habash-Soudi-Buckwalter scheme (Habash,
Soudi, et al., 2007):

I3

‘UQQCCC’-’J)U’“U:U’U’LLCCJ&ﬂJ(‘O°JL§
Alb|t|6o]j|H|x|d|d|r|z|s|s]|S|D|T|D|s|y|f|qlk|]l|{m|nlh|w]|y

and the additional symbols:

\ﬁ
—1
o
G
°
(S

There is a one-to-one mapping between the Arabic script letters and the letters of
the transliteration scheme. This makes examples in Arabic easier to understand
since the Arabic script is extremely cursive in style, and letters change forms
depending on their context. This is especially useful seeing that our task deals
with orthography standardization, and hence, can facilitate the appreciation of
the given examples throughout this report by non-Arabic speakers or readers.
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Appendix B

Word Alignment for
Character-Level Models

To extemporaneously deal with the word-alignment problem, the first idea that
comes to mind is to use a word-alignment model (e.g., any IBM model) to obtain
those alignments. But after some initial testing with fast align, the alignments
turn out to be of very low quality. This is due to the nature of the IBM models
which will work well with consistent data (i.e., with minimal amounts of noise),
and because these alignment models operate at the word level without access to
sub-word information.

The splitting (merging) of many source/target tokens is compounded by the fact
that the split (merged) tokens also change internally. Hence great care must be
taken as to the method of alignment. By virtue of the great similarity between
the source and target sentences — remember that both source and target are in the
same language —, a divide-and-conquer approach can be adopted to look at the
alignment problem as a sequence matching problem, by describing the source-
target pairs as a series of substitutions, insertions, deletions, and do-nothing’s.
For example, Figure B.1 shows how such a pair would be aligned by the proposed
system. A sequence matcher' would first, based on a longest-common-sequence
approach, take in the two pairs (top of Figure B.1) and output a diff-sequence
which describes what types of operations occurred going from the source to the
target side. Around 80% of the operations will be do-nothings (green boxes) so
this reduces our problem to actually aligning relatively short sequences, such as
the boxed sequences in the bottom of Figure B.1 (longest one recorded is of length
9).

The alignment procedure within the short sequences (boxed) is also performed us-
ing edit distance, although this time, at the character level. The algorithm works
well but will not capture very complex cases when multiple concurrent splits and
merges happen between a source-target pair. However, these cases happen rarely,
and the algorithm works more than 99% of the time. Evaluation of the align-
ments happens by joining the source (target) sequence (i.e., a sentence) elements

1Used the Sequence Matcher class provided in the edit_distance library at https://github.
com/belambert/edit-distance
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ou know its customary to nock bfore entermg
know ‘s customary to knock before entering
o |
you know its it ‘s ustomary to entering
: do-nothing : insertion - : deletion ‘ | : substitution

Figure B.1: Example of aligning a source-target pair at the word level.

Source Target
Indexes 1 0 |0 1 0

O J‘.‘."s & Aligned @ | ] e |

Hbyby | xyr Hbyby | cxyr
\ \/ Example 1 e ==
SLzyr sxyr

- v e oy
Example 2 il &
(Fhan= o=t xampie Hbyby Hbyby

W

Figure B.2: Correct alignment Table B.1: Generated training examples from the
of the source ¢, xyr  Hbyby (top) pair in Figure B.2 which will be fed in to the
- target <sxyr Hbyby (bottom) character-level models.

pair.

using a space delimiter and comparing to the string version of that sequence.
This evaluation procedure is not foolproof as it can sometimes output false pos-
itives/negatives. This method leaves much space for improvement, however, it
was settled on due to times restrictions. Figure B.2 shows how a source-target
pair is aligned, and Table B.1 shows how training examples are generated from
those alignments.
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Appendix C

Training Detalils

All the models in Chapters 2 and 5 were built using PyTorch 1.8 and were trained
using an NVIDIA V100 Tensor Core GPU. All of the models were built in-house
except for the CRF module!, as no other third-party model was used. All of the
model hyper-parameters are recorded in Table C.1, and below are some comments
on the choice of the latter.

e Batch size was an important factor for the tasks undertaken, and the
lower the batch size, the better the systems’ performance was. Lowering
the batch size can be considered as a regularization factor, and since we are
dealing with small datasets, lowering it might have helped the generalization
process.

o Dropout As an explicit regularization factor, it was always placed between
the embedding layers and the input of the RNNs.

e Loss Cross-entropy was used to calculate the loss for all the models. For
the joint models, the average loss, i.e., the sum of the loss for each task
divided by the number of tasks, was calculated.

e Decoding Greedy decoding was used all throughout because no suitable
Beam Search decoding library could be found to work with our in-house
models, and building one would have been very time-consuming.

o Seed A seed of 42 was used for all the experiments for reproducibility,
however, no cross-validation or model ensembling was used due to lack of
time.

!Used the library found at https://pytorch-crf.readthedocs.io/en/stable/.
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MERGER

WL ‘ CL-CTX | WL-HYBRID

SEGMENTER

TAGGER

Optimization

Adam

Epochs

32

25

23

NA

25

15

Batch Size
(in Sentences)

64

32

32

32

16

4

Dropout

0.1

0.1

0.1

0.1

0.1

0.1

0.1

Learning Rate

0.001

0.001

0.001

0.001

0.001

0.001

0.001

Schedule

Reduce on plateau by a 0.5

factor with patience 4

RNN Cell

LSTM

Character Embedding
Dimension

32

128

128

128

128

128

128

‘Word Embedding
Dimension

N/A

256

N/A

Sentence Embedding
Dimension

768 (BERT)

N/A

Character Hidden
Dimension

64

256

256

256

‘Word Hidden
Dimension

N/A

N/A

Segment Hidden
Dimension

256

Context Window

7

Number of Hidden
Layers

2

Attention Type

Attention Dimension

Decoding

N/A

Global (Luong)

16|

16

Greedy

Global (Luong)

16

Greedy

Train/test Split

0.9

Maximum Sentence
Length (in Tokens)

Maximum Characters
per Token

25

Table C.1: Table showing the values of the hyper-parameters for the main models
described throughout the thesis report.

96




Appendix D

Lebanese Arabic Verbs
Conjugation

Table D.1 is an ad-hoc solution which serves as a reference to conjugate Lebanese
Arabic verbs. It was created by phonologically and morphologically analyzing
verbs that are common to MSA and Lebanese Arabic, according to the verb tem-
plates they adhere to, as MSA and Lebanese Arabic verbs follow the same set of
templates (right-most column). It was not based on any scholarly reference of DA.
However, in and by itself, it forms a consistent whole which serves our purposes.
This table tries to unify all ways of writing different verb inflections while taking
the different pronunciations encountered in Lebanese Arabic into consideration.
Verbs and their spellings are especially cumbersome since their morphology is
very productive. Adding to this the phonological changes of Lebanese Arabic,
spelling certain verbs consistently while retaining the morpho-phonological struc-
ture of the dialectal form should be handled carefully. The orthography choices
made in this table are discussed at length in Section 3.4.3.

D.1 Tri-literal verbs

The tri-literal verb forms which are below the first row — belonging to the sound
and stripped tri-literal verb form ( éL.u 3,2 (& =) — were unrolled to point out
the phonological differences springing from their conjugation®.

D.1.1 Stripped tri-literal verbs

In this section, we look at some patterns which are consistent across the different
verb forms.

Command Aspect

The first pattern we notice is that all tri-literal non-augmented verbs exhibit
middle vowel elongation in the command aspect (_»Y¥! 4.0). The only exception

IThese are used in Section 3.4.3 to infer spelling standardization rules.
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Imperfective Perfective
C d i T lat
ormman Passive Active Passive | Active cmpate
3MS| 1S |b-3MS| b-1S
Stripped Tri-literal Verbs
Jﬁ) ‘_}::-41 oy o o) (o gy | oy L}x:i?\ 9 ‘_}5)
ol G x| o | e | oo BRERER J~
e N PR P P PR A S T A Jel
05 Jriy | sk | pd | sk | psk | Jedl 6| Jdigbie
=3 AR AR A A R IR G 1
s 5 N SR R R R N IR G T G
Ao Sy NYy e A BT S Ao d
£ ez | Fe | S| e | Fr | S S| bl
Augmented Tri-literal Verbs
M J&&:: o e :. M . .m o . '. J&ﬂ’j M L}&;
b, 0 Lyl | Lile | bilay | Lol 0 b, Jebb
o] 0 exb [ pal | enl | pnl 0 o] !
Jelis 0| Jela | Jelal | Jeliy | Jelin | 0 Jels Jelis
Jr&! D | ey | Jril | ey | e | 0| Jes) i
Jw\ 0 ey dw\ iy | sk 0 Jw\ 3!
A 10 [ [ [ | 0 [ | A
2] 0 rka:«{ g\:&w‘ M (l\a:..d 0 | ol
Gus) 0 Goson|Basd)| Gosom |Gusx| 0 B80! Je !
Stripped Quadri-literal Verbs
GAS 0 |sxn o | ¢k | s2h| 0 G Jo
o2 0 Jomsh| o2 | sk | 2sa| 0 | a8 Jos
b O | e | ] e | e | 0 b s
S| 0 e k| e | 0| Ak |
A 0 JeesleeAlpfe | oon] 0 | o b
Agumented Quadri-literal Verbs
i 0| Jeda | Sl | ki | | 0 Jedid Hxis
s 0 | ok | 08 | Dty | oE 0 Y Jests
oA 0 Joph|op | oot (o ta] 0 | e B

Table D.1: Conjugation table of Lebanese Arabic verbs based on the different
verb templates. & and 1 refer to the third and first person; M and S refer to
masculine and singular; b- refers to the o b- prefix marker. g(:;bg means any
semi-consonant. Table should be read from right to left.
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Perfective

Active + Clitics
M ‘ F

Stripped Tri-literal Verbs

Command +

Clitics fermpas

Active

S\pny NS | S S s
V) I\ V) et vy Jes
dis Al | s Y !

T g el o6 Jiglst
s Moy | sy 2 tsblee
Ay 5t At | eyt | st | sblghie
Ele N e e @
ey sy g Tg) {slsledslsd

Table D.2: Conjugation table of Lebanese Arabic verbs based on the different
verb templates. M and F refer to masculine and feminine. gegbg means any
semi-consonant. Table should be read from right to left.

is the doubled tri-literal form (A.a:..,m Jsl), in which no elongation takes place.

Passive Voice

Concerning the passive voice (Jyu#!), Lebanese Arabic verbs seem to follow a
strict logic as to how they are realized. The main difference with realizing the
passive voice grammatical feature when compared to MSA is that in the latter,
verbs are conjugated (u:,a.e) into the passive, while in Lebanese Arabic, another
verb form (template) is borrowed from the augmented tri-literal verb forms to
do just that (third column from the right). The second inferred pattern is that
all tri-literals borrow the Js&l template to form the passive except yaa-beginning

verbs (2L Jwsl), verbs which have defective letters (e <3 ~1) in the beginning and
ending position (% ,es a4 Jl), and finally hamza-beginning verbs (5} sepe Jlab!).
The first two use the J;.a: template to form the passive, and the third one the
J=3) template.

Prefix Pronunciation in the Active Imperfective Aspect

Another interesting thing happens when we analyze the pronunciation in Lebanese
Arabic of the active imperfective verbs ((s sles #5Las) with the b- prefix marker?
potentially attached. We only analyze the third and first person, and masculine
singular versions of the verbs because only those pose phonological problems.
The pronunciation and spelling of the rest (feminine, plural, and second person)
are inferable unambiguously from MSA grammar rules. In all stripped tri-literal
verbs, the third person (¢ y prefix® seems to be pronounced as the consonant /j/
when in the third person when the b- prefix is used in conjunction, but with two

2This prefix does not exist in MSA and poses some pronunciation/spelling problems here as
it interacts with the verb’s phonology.
3Inflects based on gender, number, and person.
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exceptions, namely, hollow verbs (sbs Jél), and doubled verbs, in which it is
assimilated and realized as /i/ and /0/ respectively. With these two verb forms,
a similar phenomenon happens for the first person singular without the b- pre-
fix, wherein the | A /?/ prefix is not pronounced. Using the imperfective aspect
without the b- prefix happens in a few cases, such as directly after a conjunction,
or when the imperfective verb is followed by a beginning verb (@ A J#8), or a

modal verb. For example, in the sentence &k 4 el :}.,g &S knt DIl rwH lhwnyk
‘T always used to go there’, the verb <l rwH ‘go’ /ruth/ is in the imperfective

but does not take the b- prefix. But since it is a hollow verb, the | A /?/ prefix
is not pronounced.

Attaching Clitics

When clitics are attached to the active perfective or command verbs, they can
interfere with the phonology of the verb. Particularly, they induce spelling am-
biguities at the gender level. When attached to an active perfective hollow verb,
they instigate a middle vowel shortening for the masculine and a middle vowel
elongation for the feminine. No other verb form shows this feature. In the
command verbs, the vowel elongation that happens with no attached clitic (see
Section D.1.1) is retracted except for the defective verbs (V| 2al Jle Y1) which
have a semi-consonant (s ¢ ! 9y w A) as the final radical® since the latter can
function as vowels in the pﬁonetic sense. Augmented tri-literal and quadri-literal
verbs do not have this issue.

D.1.2 Augmented tri-literal verbs

The rules for the augmented tri-literal verbs (4 el Jél) are simpler than for
the stripped versions.

Command

All augmented tri-literal command verbs seem to be either pronounced the same
way as the root form of a verb (active, third person, perfective) or with the next
to last vowel changed from /a/ to /1/.

Passive Voice

It seems that in Lebanese Arabic, there is no way of directly forming the passive
voice of an augmented tri-literal verb. However, some of these verb forms in the
right context can mherently carry the passive voice feature without even being
inflected like Jag) or Jm One exception to this is the J’e template, the passive
of which can always be realized using the J"“ template. One way of emulating the
passive voice for some of these forms is by using the plural form in conjunction
with a pronoun enclitic.

4Almost every Arabic word — except proper nouns and foreign words — has a root that
consists of three or four letters. These are called radicals.
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Prefix Pronunciation in the Active Imperfective Aspect

All the augmented tri-literals in Lebanese Arabic have the property that the third
person (¢ y prefix is pronounced as the consonant /j/ when the b- prefix is used

in conjunction, but with three exceptions, namely, J:.é, Jeb, and J’J, in which it
is assimilated and realized as /i/ and /0/ respectively. The same happens for the
first-person prefix as with the stripped forms.

D.2 Quadri-literal verbs

For quadri-literal verbs (ael, Jlsl), the pattern is more obvious in all cases. For
the command aspect and passive voice, the same rules are followed as for tri-literal
augmented verbs. For the pronunciation of the prefixes, the third person ¢ y
prefix seems to be pronounced as the consonant /j/ when the b- prefix is used in
conjunction, only for the augmented quadri-literal verbs. For the stripped quadri-
literals, it is assimilated and realized as /i/. The same goes for the first-person

prefix as explained above.
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